Chapter 5: Manipul ating Expressions with Maple V

B 51 Using sinplify, side relations, and assume

Try It! (p. 120)
Find the sinplest expression that is equivalent to
sin(x)” + sin(x)® cos(x) + sin(x)® cos(x)? — sin(x)* cos(x)°.
Sol ution
C>restart;
L Begin with
> EXPR := sin(x)"7 - sin(x)"5*cos(x) + sin(x)"5*cos(x)”"2 - sin(x)”"3*cos(x)"3;
EXPR := sin(x)” + sin(x)® cos(x)? - sin(x)® cos(x) — sin(x)* cos(x)*
As a first attenpt, try the basic sinplification:
> sinplify( EXPR);
—sin(x) cos(x) + sin(x) — 2 sin(x) cos(x)? + sin(x) cos(x) + sin(x) cos(x)*
VWile this has reduced the order of the highest exponents, this does not appear

to be any sinpler than the original expression. (Note that the highest powers
now occur on the cosine terns.)

1

Usi ng the same approach as in Example 5-2 (p. 120), sinplification with a
preference towards sine terns yields:
> EXPRs := sinplify( EXPR { sin(x)"2 + cos(x)”2 =11}, [ cos(x), sin(x) ] );
EXPRs := -sin(x)® cos(x) + sin(x)®
This is nuch sinpler! In fact, factor should be able to make further

[irrprovements:
[> EXPRs : = factor( EXPRs );
C

EXPRs := sin(x)* (—cos(x) + sin(x)?)
Anot her approach to the problemis to first factor the expression. Unless
special care is taken to ensure the factored formis not lost, this approach is
not likely to be effective. (Try It!)
>
B Try 1t! (p. 122)
Repeat the sinplification of the expression in Exanple 5-3 for each conbi nati on of
[two assunptions on x, y, and g Explain your results.
Sol ution
C>restart;
r> EXPR := (x*y"4)"(3/(q+l)):
> EXPR = sinplify( EXPR);

3 1
fet et
(xy") =(x’y?)
>
Oiginal: all three assunptions
> assune( g>-1, y>0, x>0 );
> about( q, x, Yy );
Oiginally q, renamed g~:
is assunmed to be: Real Range(Open(-1),infinity)

11T

Oiginally x, renanmed x~:
is assunmed to be: Real Range(Open(0),infinity)

Oiginally y, renanmed y~:
L is assunmed to be: Real Range(Open(0),infinity)

> EXPR = sinplify( EXPR);
B B B

(=)=

>
Case 1: No assunption on X

T
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C

> X=X y='yrqg:="0q
> assune( g>-1, y>0 );
> about( g, X, Yy );
Oiginally g, renamed g-~:
is assuned to be: Real Range(Qpen(-1),infinity)

X:
not hi ng known about this object

Oiginally y, renamed y~:
is assuned to be: Real Range(Qpen(0),infinity)

> EXPR = sinplify( EXPR)
E:TE jil% ilﬁ

(xy=)  =y= (<)
>
Case 2: No assunption on 'y
>x="'xXx:y:='y . q:="¢

> assune( g>-1, x>0 );
> about( g, X, Yy );
Oiginally g, renamed g~:

is assuned to be: Real Range(Qpen(-1),infinity)

Oiginally x, renamed x~:
is assuned to be: Real Range(Qpen(0),infinity)

y:
not hi ng known about this object

> EXPR = sinmplify( EXPR)

N

(x~y*") =x= (v

>
Case 3: No assunption on g
>x ='xX:y ="'y q:="¢q

> assune( y>0,-x>0 );
> about( q, X, Yy );

q:
not hi ng known about this object

Oiginally x, renamed x~:
is assumed to be: Real Range(Open(0),infinity)

Oiginally y, renamed y~:
is assunmed to be: Real Range(Open(0),infinity)

> EXPR = sinplify( EXPR)
3 3 12
L R e
>

The assunptions on x and y provide the informati on Mapl e needs to be sure the

sinmplifications for those terns are appropriate. The assunption on g is not
needed.
>

E 5.2 Using nornal
B Try 1t! (p. 124)

To further understand the different ways in which sinplify and normal work, | ook
at -- and explain -- the results of applying sinplify and normal to the numerator
and denomi nator of the trigononetric expression in the Exanple 5-4.
[Bl Sol ution

C>restart;

L The expression to be analyzed here is created as in Exanple 5-4 (p. 123).

L > EXPRL := (x"10-1)/(x"2-1)

L > EXPR3 : = subs( x=sin(theta), EXPRL );
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L The nunerator and denom nator are obtained with nuner and denom respectively.
r>top := numer( EXPR3 );
> bottom : = denon{ EXPR3 );

top:=sin(0)°-1

bottom := sin(0)*- 1
>
The application of sinplify to the nunerator and denom nator vyields
> simplify( top );
> sinplify( bottom);

-5 cos(8)? + 10 cos(8)* — 10 cos(8)® + 5 cos(8)® — cos(8)™°
—cos(0)?

In these cases Maple has converted all powers of sn(B) into appropriate
expressions involving cog(8). Since both nunerator and denom nator have a conmon

| factor of cos(8)?, their ratio is only of degree 8 in cog(8).
r>simlify( EXPR3 );

11T

5-10 cos(8)? + 10 cos(8)* - 5 cos(8)° + cos( )2
>
Since nornmal is intended for use with rational expressions, we do not expect to
any changes when nornal is applied separately to the numerator and denoni nator.
> nornal ( top );
> nornal ( bottom);

1 [

sin(8)*°-1

sin(8)>-1

[However, as di scussed in Exanple 5-4, nornal does detect the common factor in
the rational expression.
r > normal ( EXPR3 );

sin(8)® +sin(8)® +sin(8)* + sin(8)? + 1
In addition to the coments at the end of Exanple 5-4, the equival ence of the
results fromsinplify and normal can be seen by applying sinmplify to the
L normal i zed expression.
> sinmplify( " );

5-10 cos(8)? + 10 cos(8)* - 5 cos()° + cos( )2

L L LC=>
B 5.3 Using factor
B Try 1t! (p. 126)

Find the factorization of Conpare the results fromfactor with those from

sinmplify and normal.
Sol ution
C>restart;
L The rational expression to be studied is
r> EXPR : = (x"4-y™4) [ (x"3-y"3);
X4_y4
EXPR:=
i -y
When factor, sinplify, and nornal are applied to this expression we obtain
r> factor( EXPR);
> simplify( EXPR);
> normal ( EXPR ) ;

[l

(y+x) (¢ +Y’)
X+ XY+ Y
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Xy +yx+y’
X+ Xy +y?
Xy +y x+y?
L X+ XY+ Y
Whi |l e each of the three commands operates differently, the only difference in
the results is that the result fromfactor is factored while those fromsinplify

L and nornel are expanded.
C >

5.4 Using expand and comnbine

B Try 1t! (p. 128)
{To better understand how conbi ne works, use op to extract the three ternms from

EXPRe, apply conbine to each term then reassenble the results. Is this the sane
as EXPR? Expl ai n.
Sol ution
C>restart;
The expression and its equival ent expanded form are obtained as in Exanmple 5-8
[(p. 128).
r > EXPR := cos( 2*theta + phi );
> EXPRe := expand( EXPR);
EXPR:=cos(2 6 + @)

L EXPRe := 2 cos(@) cos(8)? — cos( @) — 2 sin(¢) sin(8) cos(8)
[The three terns in the expanded form of the expression can be isolated as
fol l ows:

r> TERML : = op( 1, EXPRe );
> TERMR : = op( 2, EXPRe );
> TERMB : = op( 3, EXPRe );

TERM1 := 2 cos( @) cos(8)?
TERM2 := —cos( @)

L TERM3 := -2 sin(@) sin(8) cos(0)
[The application of conbine to the first and third terns appears to create nore
conplicated expressions

r > TERMLc := conbine( TERM );
> TERMRc : = conbi ne( TERMR );
> TERMBc : = conbine( TERMB );

1 1
TERM1c := E cos(-20+ @) + 5 cos(2 0 + @) + cos( )
TERM2c := —cos(®)

1 1
TERM3c := _ECOS(_ZBHP) +£cos(26 +Q)

[However, when the sumof the three terns is found, it is clear that the result
is the same as the original expression.
r > EXPRc := TERMlc + TERM2c + TERM3c;

EXPRc :=cog(2 0 + @)

C >
[B Try 1t! (p. 131)
[ Repeat the previous exanple when x is assuned to be positive. Find conditions on x
that allow all three logarithmterns to be conmbined into a single |ogarithm
[Bl Sol ution
C>restart;
L The expression of interest is
> EXPR = I n((x/ (x"2-1))"(2*x+2)) + (x+1)*exp(x+2);

Page 4



LI I R |

11T

1T

I N |

X 2X+2)
EXPR::In%ﬂ% E»(H 1) x+2
>

The assunption that x is positive (and, hence, real) is made with the conmand
> assune( x>0 );
> about ( x );
Oiginally x, renamed x~:
is assuned to be: Real Range(Open(0),infinity)
>
The extra information about x allows for additional sinplifications of the
expr essi on.
> sinmplify( EXPR);
2x~In(x~) +2In(x~) = In((x~ = 1)%) = 2In(x~ + 1) = x~ In((x~ = 1)?) = 2 x~ In(x~ + 1) + e* * ) y~ + " *2)
>
The factorization and expanded fornms are, however, unchanged
> EXPRf1 := factor( EXPR);

X~ 2%~+2)
EXPRf1 :=In D) +1)% E+ et x4 gD
x~=1) (x~

> EXPRel : = expand( EXPRf1 );

EXPRel :=
2x~In(x~) = 2x~In(x~=1) = 2x~In(x~+ 1) + 2In(x~) = 2 In(x~ = 1) = 2 In(x~ + 1) + € ® x~ + & &
> EXPRf2 : = factor( EXPRel );
EXPRI2:= (x~+1) (=2 In(x~ - 1) - 2In(x~+ 1) + 2In(x~) + € &?)

>

The fact that x>0 enables Maple to conbine two of the logarithmc terns
> EXPRcl : = conbine( EXPRf2 );

2
X~
EXPRcl := (x~+1) Ez In(x~-1) +e**2 + '”Eiz@
(x~+1)
>

As before, the results of expand and factor are unaffected by the assunption.
> EXPRe2 : = expand( EXPRf1, x+2 );

EXPRe2 :=

2x~In(x~) = 2x~In(x~=1) = 2%~ In(x~+ 1) + 2In(x~) = 2 In(x~ = 1) = 2 In(x~ + 1) + X "2 x~ + e~ *2)
> EXPRc2 : = factor( EXPRe2 );

EXPRC2 = (x~ +1) (=2In(x~ = 1) = 2In(x~+1) + 2In(x~) +€**?)

>
For the final part of this exercise, let’s begin by renmoving the assunption on Xx
> x 1="X":

> about ( x );
X
not hi ng known about this object
>
The phrase "all three logarithmternms" is referring to the logarithmc terms in
EXPR2c, the |ast expression in Exanple 5-10. This expression can be extracted by
cutting-and-pasting directly from EXPRc2.
> EXPRIn := -2*I n(x)+2*I n(x- 1) +2*| n(x+1) ;

EXPRIn:=-2In(x) +2In(x-1) +2In(x+ 1)

Note: alternate definition of EXPR n

C
r

L Hre is a way in which these terns can be isol ated usi ng Mapl e conmands.
L > #select( has, EXPRe2, In );
L > #EXPRin := factor( " )/ (x+1);
Wi le select is alnost self-explanatory, you should consult the on-line help
[ for a full description.

>
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Recall that Maple will not conmbine the logarithm c terns because the "standard"
properties are not valid when the argunents are negative and/or conpl ex.
> conbine( EXPRI n );

=2In(x) +2In(x-1) +2In(x + 1)

>
The assunption that x>0 allows for the conmbination of two terns (since x+1>0).
> assune( x>0 );

> conbine( EXPRIn );

s 2
2In(x~=1)+In (= +1) E

X"'Z

To conbine all three terms requires the assunption that x>1.
L > assunme( x>1);
> conbine( EXPRI n );

Ax==1)* (x=+1)?
In
H x~2
Note: a | ess appealing solution

r An alternate, and less informative, solution to this problemis to instruct
Mapl e to apply the conbination rules for logarithnms without regard for their

donain of application, i.e., using only pattern matching. This is done as
follows (see 2conbine[ln] for details)
[>Xx 1="X";
X=X

r > conbine( EXPRin, In, synbolic );

InE(x— 1)% (x+1)? E
X2

L Lo
5.5 Using Types and Type Conversion

[B Try 1t! (p. 133)
The results in Exanple 5-12 show that three of the four possible conbinations of
true and false can be obtai ned when type and hastype are applied to the sane
argunments. |s it possible for type to return true and hastype to return fase for the
same argument s?
Sol ution
No. Since the full expression is a subexpression of itself (a set is a subset of
L [itself) whenever hastype returns fase, type will also return fase
C>
B Try 1t! (p. 135)
Wite a single Maple conmmand that uses nested seq commands that carry out the
{ 15-type tests for each of the 4 expressions. Be sure the results are well
organi zed and easy to read.
Sol ution
C>restart;
[I'I'.hetfour expressions considered in Exanple 5-13 (p. 135) can be assenbled in a
is
> exprs := [ exp(3), 3*Pi/2, cos(Pi/2), In(-Pi) T;

exprs = %3, g T, 0, In(—rr)%

L Hereis the list of 15 types for nuneric expressions
> nuntypes := [ nuneric, positive, negative, nonneg,
> i nteger, posint, negint, nonnegint, even, odd,
L > float, rational, fraction, constant, realcons ]:
C>
(The 15 type tests for each of the 4 expressions can be obtained in one conmand
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L as foll ows:
r>seq( print( E, [ seq( type( E, T ), T=nuntypes ) | ), E=exprs );

e, [false, false, false, false, false, false, false, false, false, false, false, false, false, true, true]
3
E 11, [ false, false, false, false, false, false, false, false, false, false, false, false, false, true, true]

0, [true, false, false, true, true, false, false, true, true, false, false, true, false, true, true]
In(-11), [false, false, false, false, false, false, false, false, false, false, false, false, false, true, false]

C>

B Wat 1f? (p. 144)

[ Suppose a wastewater treatment plant at a certain location along the stream After
the treatnment water is mxed with the upstreamwater, we find that the water
tenperature just downstream (after nixing) is T=26 °C, theDO=6.9 ng/L, the BOD,=152
ng/ L, and the streamvelocity is 20 kmday. The deoxygenati on and reaeration rates
are the sane as the earlier upstreamvalues. Plot the new DO sag curve and identify

the critical time, t,, where the DOis at a minimumand find this mnimm val ue. How
far downstream fromthe treatnent plant does this mninumoccur? Are there any

L portions of the stream downstream fromthe treatment plant where fish cannot survive?

Sol uti on

L>restart;

[ Recall the basic definitions for this application:

r > Deqgn := DD = kd/ (kr-kd)*BODu*(exp(-kd*t) - exp(-kr*t) )+ Do*exp(-kr*t);

kd BODu (&™) — k1)

kr — kd

+Do e(—krt)

Degn :=DD =

> DOconserv := DO + DD = DOsat;

DOconserv := DO + DD = DOsat
op( solve( DCconserv, { DO} ) );

DOeqgn := DO =-DD + DOsat

r > DCeqgn :

> DCegn := subs( Degn, DCeqn );

kd BODu (™ — gl 1))
DOegn :=DO = - — - Do ™Y + DOsat
‘-

>

The paraneter val ues downstreamfromthe site of the contam nation are

> DOvals :=[kd = 0.4, kr = 2.0, DOo = 6.9, T =26, BObu = 15.2, Do = 1.2, DOsat =
8.1];

11T

DOvals:=[kd = .4, kr =2.0,DO0=6.9, T =26, BODu=15.2, Do= 1.2, DOsat = 8.1]
with DOy and D, conputed from Table 5-1 and conservation of DO The specific
L formula for the dissolved oxygen is
[ > DOeqgn2 := subs( DOvals, DQCeqn );
DOegn2 := DO = -3.800000000 &' ~*" + 2.600000000 & 2°Y + 8.1
[ A clear picture of the minimumis obtained by plotting the DO sag curve on a short

interval :
> plot( rhs(DCegn2), t=0..1, title="DO sag curve (downstream‘ );
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DO sag curve (downstream)

0 0.2 0.4 0.6 0.8 1

>
[ The DO | evel is |owest after approximately t,=0.77 days (about 18 hours); the

| owest DO level is approximately DO=58 ng/L. (More accurate approxinmations can be
obtained by ‘‘zooming in’’ on the mninum the analytic solution to this problem
can be found using the techniques in Chapter 6.) Since the streamis nmoving at

Vgream = 20 kni day, the npst severe inpact of the pollutant is felt approximately
toit Vaream = 154 km (a little more than 9 niles) downstreamfromthe spill. At that tinme
the DO level of 5.8 ng/L is still about 50% above the |lower limt of 4nmg/L for
supporting fishlife -- this spill should not seriously affect the streans
. L L ecosystem
Probl ens (pp. 146 -- 148)
[B Problem1

How does Maple sinplify «/; when z is conpl ex? real ? positive? negative? Explain
all results. Since this expression involves only a single nane, is there any
di fference between using the assume conmand and the assume= optional argunment to
sinmplify? (Be sure to look at the online help for any functions that you have not
seen previously.)

Sol uti on

L >restart;

C The expression to be studied is

r> EXPR := sqrt( z"2);

L EXPR:= ﬁ

1t is reasonable to nmanually enter the assunption and result for each of the
four types. However, nore efficient solutions are available. For exanple, the
sol ution based on the ideas used to answer the Try It! (p. 135) is to define a
list containing the four types

r> TYPES := [ positive, negative, real, conplex ];

TYPES := [ positive, negative, real, complex]

C and, then,

r>seq( print( T, EXPR=sinplify( EXPR, assume=T ) ), T=TYPES );

positive, ﬁ =z
negative, ﬁ =-z
real, +/ Z = signum(z) z
L complex, «/? =csgn(z) z

The results when z is positive and when z is negative should be very famliar.
The signum function returns the sign of its argunent (+1 if positive and -1 if

negative); thus, the case when zis real is a generalization of the first two
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cases. The csgn function is a version of signumfor conpl ex-val ued argunents;
L see the online help for a full explanation.
C>
[ When the assune command is used to supply infornmation about z we obtain:
r>for T in TYPES do
> assune( z, T);
> about( z );
> T, EXPR=sinmplify( EXPR);
> od;
Oiginally z, renanmed z~:
is assuned to be: Real Range(Open(0),infinity)

positive, 4/ z~% = z~
Oiginally z, renamed z~:

is assuned to be: Real Range(-infinity, Open(0))

negative, 1/ z~? = —z~

real, +/ z~* = signum(z~) z~

Oiginally z, renanmed z~:
is assunmed to be: real

Oiginally z, renamed z~:
is assuned to be: conpl ex

complex, 4/ z~% = csgn(z~) z~

C>

Not e
L Wi le these results are exactly the same, do not assume that this wll always
{ be true. When assunme= is used, unexpected assunptions m ght be nade about
L tenporary variables used in the sinplification.
Probl em 2

z
{Determ' ne conditions on z so that e = e%é
[B Hi nt
[ i
| L nequivalent formof this question is: when is /& -e =07
[B Sol ution
[ >restart;

L Following the hint, the difference between the two terns is
> EXPR : = sqrt(exp(z)) - exp(z/2);

EXPR:zﬁ—e“’ZZ)
C As expected, this expression cannot be sinplified without some assunptions.
r>sinplify( EXPR);

(ez _e(1/22)

C>

Basically, we need to deternine when €>0. Wile this is not true for conplex
nunbers, it is certainly true for all real nunbers.
> sinmplify( EXPR, assune=real );

To concl ude,
> TERM : = op( 1, EXPR):
> TERM = sinplify( TERM assune=real );

(ez :e(1/22)

L L=

I N |

Probl em 3

Synbolic sinplification should not be overused. To see some of the potential

B

pitfalls, consider the expression ((-2)P)
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H (2

[Corrpute the value of this expression for p=-5, -4, -3, -2, -1, -2/3, -1/3, O,
L 1/2, 1, 5/4, 3/2, 7/4, 2, 3, 4, 5.
= (b)
[ What does Maple sinplify this expression to when p is conpl ex? positive?
| L negative? even? odd?
(c)
[ How does Maple sinplify this expression when the synbolic option is used in
L Lsinplify?
(d)
L [ For what values of p are the answers in parts (b) and (c) consistent?
Sol ution

C>restart;
L The expression du jour is
> EXPR := ((-2)"p)"~(1/p);

3:

EXPR:= ((-2)°)

1
(a) oserve that E is not defined when p=0.
> subs( p=0, EXPR);

Error, division by zero
L Onitting this value fromthe list of values, we are left with
[> PONER := [ -5, -4, -3, -2, -1, -2/3, -1/3, 1/2, 1, 5/4, 3/2, 7/4, 2, 3, 4, 5
]:
[ For each value, Maple (automatically) sinplifies the expression to
r > seq( print( 'p’'=p, 'EXPR =EXPR ), p=POAER );
p=-5 EXPR=—(-1)*/°32/5
p=-4, EXPR=16"4
p=-3, EXPR=—(-1)*'38/3
p=-2, EXPR=1/4
p=-1, EXPR=-2

-
} 1/35/2
%2(-2)

-1
p=—, EXPR=-2
3

!
|
[

-2 EXPR=
p_sl -

1
p==, EXPR=-2
2

p=1 EXPR=-2

5 4/5
P=7 EXPR= (=2 (-2)'%)

3 2/3
p=> EXPR=(-24/-2)
7 417
P=7 EXPR=(-2(-2)*'%)
p=2,EXPR=1/4
p=3, EXPR=(-8)""*
p =4, EXPR= 164
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p=5, EXPR=(-32)'/°

>
(b) Using seq, as in Problem1, we find
> TYPES := [ positive, negative, even, odd, complex ]:
> seq( print( T, EXPR=sinplify( EXPR, assune=T ) ), T=TYPES );

s

5 5

positive, ((-2)")  =2((-1)")
o

cx:

negative, ((-2)")  =2((-1)")

58

even, ((-2)°) =2

58

odd, ((-2)°) ~ =2(-1)

1

i complex, ((-2)°) =((-1°2) "

M The first two results illustrate that the sign of the power is not inportant.
Note that the expression never sinplifies to -2, and sinplifies to 2 when pis
L an even integer.

C >

[ (c) The "synbolic" sinplification of the expression should multiply the
exponents and return -2.

[ > sinplify( EXPR, synbolic );

-2
C>
[(d) The results in (b) and (c) never conpletely agree. They cone closest when p

is an odd integer. In this case there are p roots of -1 - one of which is -1.
C >

Probl em 4

Al'though it is a well-known fact from al gebra that x2—2=(x—ﬁ)(x+ﬁ), this result
is not obtained fromfactor( x"2-2 );. The explanation for this can be seen in the
fact that the factorizations returned by factor generally have integer
coefficients. To include integer multiples of one or nore specific nonintegers,
called extensions to the field of integers, include these nunbers as a set as the
second argunent to factor. For exanple, factor( x*2-2, { 2~(1/2) } ); returns the

expected factorization for ¥-2. Irrational nunbers that appear in the pol ynom al
are automatically included in the set of extensions (see Exanple 5-7).

Find appropriate sets of extensions that yield the full factorization of

(a)

t [ x+4x-41

(b)
{ , 5% 3

X' ————-5x+_

2 2
Sol ution
[ >restart;
C(a)
r> EXPR := x"2 + 4*x - 41;
EXPR:=x*+4x-41
r> factor( EXPR);
X +4x-41

Since the basic factorization does not work, we need to determ ne an appropriate

field extension. The discriminant in the quadratic formula is 4/ b2—4ac:«/180=6ﬁ
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t. Thi s means ﬁ is an appropriate field extension.
>

r> factor( EXPR, sqrt(5) );
—(x+2+3«/g)(_x—2+3ﬁ)
(b)

> EXPR : = x"3 - 5/2*x"2 - 5*x + 3/2;

1T

5 3
EXPR: =X —— X —5x+—
2 2

r > factor( EXPR);

%(2x+3)(x2—4x+1)

The factorization is only partially successful. The approach used in (a) can be

L applied to determ ne that ﬁ is an appropriate field extension.
r> factor( EXPR, sqrt(3) );

—%(—x+2+ﬁ) (x—2+ﬁ)(2x+3)

[Bl Alternate determination of field extension
L W& could also ask Maple to explicitly find the roots of this polynom al.

> solve( EXPR=0, x );
-3
E,2+ﬁ,2—ﬁ

As before, this indicates that 3 is the field extension that is needed for
this problem

Note that this exercise illustrates an essential difference between factor
| L and sol ve.
L LC>
Probl em 5
(a)

[ Use the factorization of x'-1 to obtain the roots of X'=1 with as much accuracy
| L as possible for each n=1, 2, 3, 4, 5, 6, 7, 8.

[ (b)

[ Use the complexplot command, from the plots package, to plot all solutions to x"-1
L for n=1, 2, 3, 4, 5, 6, 7, 8.

H (o)

[ Compare your results in part (a) with the results obtained by using solve to

| find the solutions to x"=1.

[B Sol ution

C>restart; with(plots):

[ To begin, let's see what how far we can get using factor:
r> EXPR := x*n - 1;

L EXPR:=x"-1
> for nfromlto 8 do
> EXPR n := factor( EXPR);
> od;
EXPRl1:=x-1

EXPR2:=(x—-1)(x+1)

EXPR3:= (x-1) (3¢ +x+1)
EXPR4 = (x—1) (x+1) (x*+1)
EXPR5 := (x = 1) (xX* + ¢ + X2+ x+1)
EXPR6 = (x— 1) (x+1) (¢ +x+1) (¢ -x+1)
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L EXPR7 := (x=1) 0C+ X +x* + 3+ +x+ 1)

EXPR8:= (x-1) (x+1) (¢ +1) (x*+1)
[The first two expressions are conpletely factored. The solve conmand can hel p
with the identification of appropriate field extensions.
C>
[ When n=1there is one root: x=1
[> sol ve( EXPR1=0, X );

1
[ =001
R1:=[1]

> P1 := conplexplot( Rl, style=PO NT, axes=NONE,
[> title="Solutions to x"1=1' ):
C >
[ When n=2 the two roots are x=1 and x=-1.

> sol ve( EXPR2=0, x );
[ 1-1

>R =" ]
[ R2:=[1,-1]

> P2 := conpl explot( R2, style=PO NT, axes=NONE,
[> title="Solutions to x"2=1' ):
C >

When n=3 the discrimnant of the quadratic termis \/5 Since two of the roots
are conplex, it is also necessary to include | in the set of field extensions.
Note that this information can al so be obtained fromthe output from solve.

r > solve( EXPR3=0, x );

\%

factor( EXPR3, { I, sqrt(3) } );
i(2x+1+lﬁ)(2x+l—lﬁ)(x—l)

1 1
R3::E1, - I 3,-C I 3%
2 2 2 2

conpl expl ot ( R3, style=PO NT, axes=NONE,
title="Solutions to x"3=1" ):

r>R3:=1[""1;

P3 :

>
>
>
When n=4 the only field extension that is needed is I.
> sol ve( EXPR4=0, x );

1,-1,1,-l
> factor( EXPR4, | );

(X=1)(x+1)(x+1)(x-1)

11 nm T

>R4 =[] "" 1],
R4:=[1,-1,1,-1]
> P4 := conplexplot( R4, style=PO NT, axes=NONE,
> title="Solutions to x"4=1" ):
>
When n=5 the field extension is not so easy to specify. Maple will not accept

the product of two square roots (as is displayed in the output from solve).
Instead, either express the entire termas a single square root or specify each
factor independently. Wiile the results appear quite different, they are

L equi val ent:

r > solve( EXPR5=0, X );

T R S Y B R RN N
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1M1 r

11 r

Lt Lo

> factor( EXPR5, { I, sqrt(5), sqrt(10+2*sqrt(5)) } );

ﬁ(8x+2+2\/g+%l—lﬁm)(4x+1_ﬁ+%l)
(8x+2+24/5-9%1+1/51/10+2/5) (4x+ 1-4/5 - %1) (x-1)

%1:=14/10+2+/5
> factor( EXPRS, { |, sqrt(5), sqrt(2), sqrt(5+sqrt(5)) } );

1024(4x+1 A5 =%1) (1+4x-4/5+%1) (2+8x-%1+24/5+1+/5/5+,/5 1/2)

(8x+2+24/5+%1~14/54/5+4/5 4/2) (x-1)
%1::|ﬁ4/5+ﬁ
> R5 = R I

S IIFIIF Ll ooy,
525

> P5 := conpl explot( R5, style=PO NT, axes=NONE,

> title="Solutions to x"5=1" ):

>

When n=6 the situation is rmuch sinpler -- a field extension is easily
identified fromthe output from solve:

> sol ve( EXPR6=0, x );

1 1 1 l
1,-1,--+-143,—-2 3* *I 3* *I
2 2 2 2 \/7

factor( EXPRG, { I, sqrt(3) } );

%6(2x+1+|ﬁ)(2x—1—Iﬁ)(2x—1+lﬁ)(2x+l—lﬁ)(x+1)(x—l)
>R6 :=[ "" 1,

\%

11 1 1 11 1
R6:=HL-1,--+-143,-= 3* *I 3* —14/3
2 2 2 2 2 2
> P6 := conpl explot( R6, style=PO NT, axes—NC)\IE,
> title="Solutions to x"6=1" ):
>

When n=7 the output from solve contains only conplex trigononetric expressions.
Unfortuately, these cannot be used as field extensions in factor; evalf can be
used to obtain approximate numerical values for these roots. It is also possible
to obtain an approximate factorization by specifying conplex as the second
argunent to factor.

> sol ve( EXPR7=0, x );

s ol el ol el ol ol ol ol o
e i

r> evalf( "

1, .6234898018 + .7818314825 |, —.2225209335 + .9749279123 |, —.9009688678 + .4338837393 |,

—.9009688678 — 4338837393 |, —.2225209335 — .9749279123 |, .6234898018 - .7818314825 |
> factor( EXPR7, conplex );

(x +.9009688679 + 4338837391 | ) (X + .0009688679 — 4338837391 | ) (X + .2225209340 + 9749279122 |)
(X + 2225209340 — 9749279122 | ) (x — 6234898019 + .7818314825 | ) (x — 6234898019 — .7818314825 |)
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(x- 1)

—.9009688678 — .4338837393 |, —.2225209335 — .9749279123 |, .6234898018 — .7818314825 | ]
P7 := conpl explot( R7, style=PO NT, axes=NONE,

L
>R7 :=[ ""];
[ R7:=[1, 6234898018+ 7818314825 |, —.2225209335 + .9749279123 |, —.9009688678 + .4338837393 I,
[ >

> title="Solutions to x"7=1" ):

C>

[ Wien n=8, things are sinpler:
r > solve( EXPR8=0, x );

1 1 1 1 1 1 1 1
A2 22z 22212

factor( EXPR8, { I, sqrt(2) } );

—(2x+ﬁ+|[)(2x+[—|[)(2x V2 =14/2) (x+ 1) (x=1) (x+ 1) (x= 1) (2x=4/2 +14/2)

T>R8 = "]

R8::El,-l,I,—I,}ﬁ+}|[,—}[—}Iﬁ,}[—il\/7,—}\/5+}I\/EE
2 2 2 2 2 2 2 2

> P8 := conpl explot( R8, style=PO NT, axes=NONE,

> title="Solutions to x"8=1" ):

>

To conclude, let’'s display the plots in a 2x4 array.

> display( array(1..2,1..4,[[P1, P2, P3,P4],[P5, P6,P7,P8]] ) );

1
\

11 T

Solutions to x"1=1 Sol utions to x"2=1 Sol utions to x"3=1 Sol utions to x"4=1

Sol utions to x"5=1 Sol utions to x"6=1 Sol utions to x"7=1 Sol utions to x"8=1

> > < > >

L>
[An ani mation view of these roots is another way of viewi ng the plots of the

roots.
C>display( [ seq( P.i, i=1..8 ) ], insequence=true );
[El Note
| [ The animated display is onitted fromthe hardcopy of the Instructor’s Guide.
L L C>
[Bl Problem6

{Fi nd all values of the parameter a for which the functions f(x)=x*+ax+26 and
g(x)=x*+6x>-17x*-78x-56 have at |east one conmon root.

Sol ution

[ > restart;

C The two functions can be defined (as expressions) as follows:
-
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r>f .= x"2+a*x+26;

fi=x*+ax+26

[ > g := XM+6*x"3-17*x"2- 78*Xx- 56;
g:=x*+6x-17x*-78x-56

The roots of f(x) and of g(x) are

r> ROOIf :=1[ solve( f=0, x ) 1;

[l

«/az—lm,—ga—ia/az—lma

ROOTg:=[4,-7,-2,-1]
As expected, the roots of f(x) depend on the paraneter a.

N |-

1
ROOTf:=%~£a+
r> ROOTg := [ solve( g=0, x ) ];

o determ ne when the polynom als have a common root it is necessary to consider
ach of the eight possible pairings of roots.

|

>

T

e

> for rg in ROOIg do

> for rf in ROOTf do

> R := solve( rf=rg, { a} );

> if R<>NULL then print( rf, rg, R) fi;

> od;

> od;
1 1 -21
-~a--+a?-104,4,{a=—}
2 2 2
1 1 75
—Ea—ia/a2—104,-7,{a:7}
1 1
—5a+54/a2—104,-2,{a=15}
1 1
—£a+£4/a2—104,-1,{a:27}

C>
[ Only four of the pairings produce a solution. The corresponding |ist of

paraneter values is
21 75
A= , —, 15,27
27

>A:=][ -21/2, 75/7, 15, 27 ];

To check that these values do work, |look at the factorization of f(x) for these
val ues of a.

> for ain A do

> factor( f );

> od;
1
E(X_4)(2X_13)
1
;(x+7)(7x+26)
(x+13) (x+2)
L (x+26) (x+1)
[ Good! Each of these functions does share a factor wth g(x).
L L L=
Probl em 7

The expression EXPRel in Exanple 5-10 is not a valid sinplification of EXPR for
all real and complex values of x Find values of x that give different val ues when

inserted into EXPR and EXPRel. Find the general conditions on x that guarantee that
the two expressions are equival ent.
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Sol ution

C>restart;

[The definitions of EXPR and EXPRel are copied from Exanpl e 5-10 (pp. 129 --
130).

> EXPR := I n((x/(x"2-1))"(2*x+2)) + (x+1)*exp(x+2);

X 2% +2)
EXPR:= In%% %«(H 1) *+2

r> EXPRf1 := factor( EXPR);

X 2X+2)
EXPRf1:= In%i% %Ae‘“z) x+e>*2)
(x=1)(x+1)

r > EXPRel : = expand( EXPRf1 );
EXPRel :=2xIn(x) - 2xIn(x— 1) = 2xIn(x+1) +2In(x) = 2In(x - 1) = 2In(x + 1) + €' €® x + €* €’

T

>
Thi nki ng about this problem and the information | earned fromthe Try It! (p.
131), we expect that there might be "problens" when the argument to one or nore
L of the logarithnms in EXPRel is negative. For exanple,

> eval f( subs( x=1/2, [ EXPR EXPRf1, EXPRel ] ) );

[17.05734562 + 3.141592654 |, 17.05734562 + 3.141592654 |, 17.05734562 — 9.424777962 | |
[ Here are sone nore exanpl es:

r>for xin|[ -2, -3/2, -1/2, 1/2, 3/2, 1 ] do

> x, evalf( [ EXPR, EXPRel ] );

> od;

-2, [-.1890697838, —.1890697827 + 6.283185308 | ]

-3
X [-1.006682192 + 3.141592654 |, —1.006682192 + 3.141592654 | ]
-1
E, [1.835379427, 1.835379427]
1
5, [17.05734562 + 3.141592654 |, 17.05734562 — 9.424777962 | ]

3
E, [83.70023768, 83.70023768]

I, [—-.470053971 + 11.96529865 |, —.470053972 + 5.682113346 | |

r Note that, in each case, the real parts are equal but that sonetimes the

imagi nary parts differ (by a nmultiple of m. In general, the two expressions are
L equivalent for all x>1.

C>Xx :="x":
r>plot( [ EXPR, EXPRel ], x=1..3, style=[LINE PO NT],
> title="Problem7 (Chapter 5)‘ );
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Problem 7 (Chapter 5)

500+ /

400+

300+
2004 )
7
7
// -
100+ ///
1 1.5 2 ) |
X
. L C>
Probl em 8

3

to 1.
[Bl Sol ution
L>restart;
C Begin by recalling the definition of the polynonmial in Exanple 5-7 (p. 127).
r> POLY := (x+1)*(x-2)*(x-3/2)*(x-sqrt(5));

POLY := (x+1) (x - 2) %—gﬁ(x—ﬁ)

r > POLYe := expand( POLY );
5 5 1 1
POLYe::XA—f[—Ex3+£%ﬁ—E%+£xﬁ+3x—3ﬁ
>

The coefficients of the polynonial can be obtained using the coeffs comrand
> COEFFS := [ coeffs( POLYe, x ) ];

COEFFS:= %ﬁw, -34/s, —§+§ﬁ, -f—g, 1%

11T

[l

r> SUM:= add( i, i=COEFFS );

SUM:=1-4/5
or by converting the list into a "sum (i.e., type ‘+")
> convert( CCEFFS, ‘+' );
1-4/5

11

Note: add vs. sum

inert form Sun) is intended for use with definite and indefinite suns
(including infinite series).

>
The final polynomal is
> POLY1 : = expand( POLYe/ SUM);
2

poLyL=—> 5 5 X 545 1 X 1xy5 X_3ﬁ
R e - PR A P T A P S e e

- i
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The polynomial with roots -1, 2, E and ﬁ was found in Exanple 5-7. Find, also in

expanded form the polynomal with the sane roots but with coefficients that sum

and the sum of the coefficients can be found be adding the elenments of this list

The add and sum commands appear simlar, but are intended for quite different
purposes. Wiile add is designed for adding elenents of a list, sum(and its



[ To check this result observe that
> factor( POLY1 );

—é(uﬁ)(zx—@(x—ﬁ)(x—z)(xﬂ)
[> normal ( convert( [ coeffs( POLYL, x ) ], “+ ) );
1

L L C=
[B Problem9

Exanpl e 5-13 presents a nunmber of questions that are worth pursuing. Forenost is
the question about the logarithm of a negative nunmber. One way to get nore insight
into this question is to look at a floating-point approximation to In(-m). Wile
this can be done using evaf, find a way to achieve the same result using convert.
Sol ution
C>restart;
>EXPR :=1In( -Pi );
[ EXPR:=In(-m)
Fromthe list of numeric types encountered in Exanple 5-13 (p. 134), it seens
[ reasonable to convert EXPR to type float.
[> EXPR : = convert( EXPR, float );

EXPR :=1.144729886 + 3.141592654 |

L L C>

Probl em 10

The values tested in Exanple 5-13 matched different conbinations of the 15 types
related to nuneric objects. Is it possible to find one nunber that matches all 15
types? If not, what is the highest nunber of matches that can be nade with a

si ngl e nunber?

Sol ution
C>restart;
> nuntypes := [ nuneric, positive, negative, nonneg,
> i nteger, posint, negint, nonnegint, even, odd,
L > float, rational, fraction, constant, realcons ]:

Si nce no nunber can be both positive and negative (or both even and odd) it's
not possible to match all 15 types with a single nunber.

If the value is negative, you | ose positive, nonnegative, posint, and nonnegint; if the
value is not an integer, you coul d gain float and rational, but woul d | ose integer, posint,
and nonnegint.

The | argest nunber of matches is 10 -- for any positive integer.
> seq( type( 1, T ), T=nuntypes );
true, true, false, true, true, true, false, true, false, true, false, true, false, true, true

r> NUMrue := nops( select( has, ["], true ) );
L NUMtrue := 10
L L L=
[B Problem 11
H (a)
1t is well known that the sine of all integer nultiples of mis zero: sin(nm)=0
for all integers n. Add assunptions to the name n so that Maple autonatically

L sinplifies sin(nm) to zero. Wat is the value of cognm for any integer n?

E (b)

n Tt n Tt
Consi der the expression Sn%ﬁcos%% Use the combine command to sinplify this

expression. Now, add the assunption that nis an integer. Howis this extra
information reflected in the original and conbi ned expressi ons? (Explain any
L differences in the results.)
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(c)
Anot her | esson related to assune is that assunptions should be inposed only
after all other sinplifications have been conpl eted. For exanple, conpare the

n 1t n Tt
results of applying combine to sin%?%cos%éwith and without the assunption that

. L nis an integer.

Sol ution

C(a)

L >restart;

r>EXPR :=1[ sin( n*Pi ), cos( n*Pi ) ];
EXPR:=[sin(n ), cos(n 10)]

By default, no sinplifications can be made to either of these expressions.

However, when n is an integer:

> assune( n, integer );

> about( n);

Oiginally n, renanmed n~:

L is assuned to be: integer

r > EXPR,

[0, (-1)™]
This is exactly what we expect.
>

(b) and (c)
> restart;
> EXPR : = sin(n*Pi/2) * cos(n*Pi/2);

EXPR:= Sin% n T[ECOS% n T[E

1
EXPRc := > sin(n 1)

[ R R R |

r > EXPRc : = conbine( EXPR);

C > assune( n, integer );
> EXPRc;
0
Now, with the assunption still in place, attenpt to repeat the conbi ne step

r > EXPR
sin% n~ n%cos% n~ T[E
EXPRc2 = sin% n~ n%cos% n~ T[E

This result suggests that some of the transformati ons used in conbine are
[ di sabl ed when assunptions are used.

L L L=

Probl em 12

Properties and types are closely related. One difference is that some properties
can be specified in a convenient mathematical form e.g., assune( z>0 );. Just as
the type command is used to test types, the is command is used to test if a Maple
obj ect has a specific property (see the assune hel p worksheet). The val ue returned
by is will be true (if the property follows fromthe previous assunptions), fase (if
the property is not always consistent with the assunptions), or, FAIL (if Maple was
not able to determ ne whether the property is true or false).

(a)
[Verify that, when Maple knows x>2, is( x"2+2*x+3 > 2 ); returns the value fase
and is( x"2+2*x+3 >= 2 ); returns the val ue true

[l

r > EXPRc2 : = conbine( EXPR);

(b)
(Deterrri ne appropriate properties to inmpose on z so that is( In(z*2+1) >0 );
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Lret urns the val ue true How can the assunptions on z be rel axed so that is(
In(z~r2+1) >= 0 ); evaluates as true?
Sol ution
C(a)
Correction

L Note that the problem as stated, is not correct. The correct problem should

[say "when Mapl e knows x>=-2".

C>restart;

Wiile it is not requested, let's see the results of these comuands without any
[ assunpti ons.
> 1is( x"2+2*x+3 > 2 );
L FAIL
r>is( x"2+2*x+3 >= 2 );

FAIL

>
Addi ng the (corrected) assunption, the results are as descri bed.
> assune( x >= -2 );
> about ( x );
Oiginally x, renamed x~:

L is assuned to be: Real Range(-2,infinity)
r>is( x"2+2*x+3 > 2 );

I N |

L false
M >is( x"2+2*x+3 >= 2 );

L true
C >

C (b)

C>restart;

r>EXPR := In( z"2+1 );

EXPR:=In(Z + 1)
C Wthout assunptions, the sign of EXPR cannot be determ ned.
r>is( EXPR>0 );
FAIL
Logarithnms are positive when the argunent exceeds 1. This suggests the

assunpti on z>0.
> assune( z, positive );
> about( z );
Oiginally z, renanmed z~:
L is assuned to be: Real Range(Open(0),infinity)
r>is( EXPR>0 );
true
L To check that this is the optimal assunption, note that:
> assune( z, nonneg );
> about( z );
Oiginally z, renaned z~:
L is assunmed to be: Real Range(0,infinity)
r>is( EXPR>0 );

L false
Note: alternate syntax for is
L An equivalent formof this conmand is:
[> is( EXPR, positive );
false
r>
C>
[ The current assunption (z»=0) is precisely the situation in which In(Z+1) >= 0:
[> i s( EXPR, nonneg );

true
C>
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Probl em 13

(a)
| [ Determine at what time 99.5%of BOD, is attained in Figure 5-1.
(b)

r Find the exact tinme at when the BOD reaches 99.5% of the ultimte BOD for
general values of the reaction rate, k;, and the ultinmate BOD, BOD, Explain how

L this time depends on both paraneters.

(c)
[ Repeat b) for any threshold (not just 99.5%of BOD,). That is, deternine the
L tinme until a sanple with reaction rate k; reaches p% of the ultimte BOD.

Sol ution

C>restart;

r(a) This problemis a little vague. Assumng we are interested in the times when
99. 5% of the avail abl e BOD has been consuned, we need an expression for the
amount of oxygen consuned through time t (in days) Based on the discussion on p.

L 137, this would be

> EQN : = BODu - BODu*exp(-kd*t);

L EQN := BODu - BODu &9

L The paranmeter values used to create Figure 5-1 (p. 138) are

r > PARAM : = [ BODu=323, kd=0.228 ];

L PARAM :=[BODu = 323, kd = .228]

C The tine (in days) when 99.5% of the avail abl e oxygen has been consuned is

r > solve( subs( PARAM EQN = 0.995*BCDu ), {t } );

L {t=23.23823406}

L This is consistent with the graph in Figure 5-1.

C>

r (b) The analytic, i.e., no floating-point nunbers, solution to this problemcan
be obtained if the floating-point constant 0.995 is replaced with the fraction
995/ 1000.

> solve( EQN = 995/1000*BODu, { t } );

_ In(200)}

L K

 Thus, the tinme is inversely proportional to the reaction rate (which is
consistent with the units!) and conpletely independent of the ultinate BOD.
While this mght seemsurprising at first, it is a very conmon phenonenon in all

L applications of exponential decay.

C >

[ (c) The tinme when p% of the avail able BOD has been consuned is

r > solve( EQN = p/100*BCDu, { t } );

3
InAL - ——
B 100
L - kd
L L C=
Probl em 14
(a)
[ Find, and plot, the linear function that best fits (in the | east squares sense)
the DO vs. tenperature data in Table 5-1.
L C
(b)
| C Find, and pl ot, the exponential function that best fits this data.
(c)
How do the two fits conpare? Wich | ooks to be the better fit? For each fit,
conpute the sum of the squares of the difference between the absolute error
bet ween the neasured and predi cted val ues. Wat does this say about the quality
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| Lof the two fits?
[B Sol ution
C>restart; with(plots): with(stats):
L Begin by collecting the data fronirable 5-1 (p. 136):
r > SATdata := [[O, 14.6], [1., 14.2], [2., 13.9], [3., 13.5], [4., 13.1], [5.,
12.8], [6., 12.5], [7., 12.1], [8., 11.8], [9., 11.6], [10., 11.3], [11.,
11.], [12., 10.8], [13., 10.5], [14., 10.3], [15., 10.1], [16., 9.9], [17.,
9.7], [18., 9.5], [19., 9.3], [20., 9.1], [21., 8.9], [22., 8.7], [23., 8.6],
[24., 8.4], [25., 8.3], [26., 8.1], [27., 8.], [28., 7.8], [29., 7.7], [30.,
7.6]]:
C >
(a) Recall that the |least-squares fit to a set of data is obtained using the
fit command fromthe stats package. Before calling this conmand, the data
needs to be separated into two separate lists: one for the tenperatures and one
L for the DO readings. One way to convert the data to this formis:
> Tdata := [ seq( DATA[1l], DATA=SATdata ) ];
> DOdata := [ seq( DATA[2], DATA=SATdata ) ];

Tdata:=[0, 1., 2., 3., 4., 5., 6., 7., 8., 9., 10,, 11., 12,, 13,, 14., 15, 16., 17., 18., 19., 20., 21., 22., 23., 24., 25., 26.,
27.,28.,29.,30.]
DOdata :=[14.6, 14.2, 13.9, 135, 13.1, 12.8, 12,5, 12.1, 11.8, 11.6, 11.3, 11., 10.8, 10.5, 10.3, 10.1, 9.9, 9.7, 9.5,

9.3,9.1,89,87,86,84,83,81,8,7.8,7.7, 7.6]
C The best linear fit is
r>DOit :=fit[leastsquare[ [T,DJ, DO=a*T+b, {a,b} ]]

> ([ Tdata, DOdata ]);

DOfit := DO = -.2289516129 T + 13.87620968

C To see how good this fit is, plot the data and the best linear fit to the data
> Pdata := plot( SATdata, style=PO NT, view=0..15 ):
> Pfit :=plot( rhs(DOFit), T=0..30, color=BLUE ):
> display( [Pdata, Pfit], |abels=[tenperature, DQ,
> title=*D sat] vs. tenperature: data & linear fit' );

DO[sat] vs. temperature: data & linear fit

15
tenperature

C>
[( It would be nice if the exponential fit could be found as easily as the
linear fit, but ...

>DOit2 :=fit[leastsquare[ [T,DQ, DO=a*exp(b*T), {a,b} ]]

( ([ Tdata, DCOdata ]);

DOAit2 1= fit qugeqare (ffe,1,2,3.,4,5.,6.,7,8.,9, 10, 11,12, 13, 14, 15,, 16., 17., 18,,

bT)
[T,DO],DO=ae ,{a b}

19,20, 21,22, 23, 24., 25, 26., 27., 28., 29., 30.], [ 14.6, 14.2, 13.9, 135, 13.1, 12.8, 12,5, 12.1, 11.8, 11.6, 11.3
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L

[l

[ |

[ |

11,,10.8,105,10.3,10.1,9.9,9.7,9.5,9.3,9.1,8.9,8.7,8.6,8.4, 83,81, 8., 7.8, 7.7, 7.6]])
>

The problemis that, in this form the | east squares problemis nonlinear (in

the paranmeters a and b). The standard approach to this problemis to apply a
transformation to the data that nakes the problemlinear in the paraneters. In
this case this is acconplished by |Iooking for a linear fit to the (natural)

logarithmof the DO data, i.e., In(DO) = In(ae®”) = In(a)+b*T . To inpl ement
this, the logarithmof the DO data i s needed:
> | nDQdata := map( I n, DOdata );

InDOdata := [ 2.681021529, 2.653241965, 2.631888840, 2.602689685, 2.572612230, 2.549445171, 2.525728644,
2493205453, 2.468099531, 2.451005098, 2.424802726, 2.397895273, 2.379546134, 2.351375257, 2.332143895,
2.312535424, 2.292534757, 2.272125886, 2.251291799, 2.230014400, 2.208274414, 2.186051277, 2.163323026,
2.151762203, 2.128231706, 2.116255515, 2.091864062, 2.079441542, 2.054123734, 2.041220329, 2.028148247

]

> |InDOFit 1= fit[leastsquare[ [T, nDQ, |nDO=l na+b*T, {lna, b} ]]
> ([ Tdata, |InDCdata ]);
INDOfit := InDO = 2.653976605 - .02183091391 T
> Plndata := plot( zip((x,y)->[x,y], Tdata, | nDOdata), style=PO NT ):
> PInfit := plot( rhs(InDOfit), T=0..30, col or=GREEN ):
> display( [Plndata, PInfit], |abels=[tenperature, DJ,
> title='In(DJ sat]) vs. tenperature: log data & fit‘ );

IN(DO[sat]) vs. temperature: log data & fit

15 25 30
tenperature

>
The correspondi ng exponential function that fits the data is
> DOXit2 := DO = expand( exp( rhs( InDOFit ) ) );
DOfit2 := DO = 14.21043573 ¢ ~02183091391T)
>
To see how good this fit is, plot the data and the exponential fit to the data
> Pfit2 := plot( rhs(DXfit2), T=0..30, col or=GREEN ):
> display( [Pdata, Pfit2], |abels=[tenperature, DQ,
> title='DJ sat] vs. tenperature: data & exponential fit‘ );
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DOJ[sat] vs. temperature: data & exponential fit
14+-° o
124+ e, _
10+ e -
st e
[x:) = o
6,,
4,,
2,,
0 5 10 15 20 25 30
tenperature

>

(c) Based on a visual inspection, the exponential fit found in (b) appears to be

slightly better than the linear fit found in (a).

> display( [Pdata, Pfit, Pfit2], |abels=[tenperature, DO, title="DJsat] vs.
tenperature: data, linear & exp fits" );

DOJ[sat] vs. temperature: data, linear & exp fits

1 [

15

tenperature

C>

r To conpute the sum of the squares of the errors between the data and the linear
function fitting the data requires the values of the linear function for each

L tenperature in Tdata:
r>DAin :=[ seq( rhs(DXit), T=Tdata ) ];

DOlin :=[13.87620968, 13.64725807, 13.41830645, 13.18935484, 12.96040323, 12.73145162, 12.50250000,
12.27354839, 12.04459678, 11.81564516, 11.58669355, 11.35774194, 11.12879033, 10.89983871, 10.67088710,
10.44193549, 10.21298387, 9.984032261, 9.755080648, 9.526129035, 9.297177422, 9.068225809, 8.839274196,
8.610322583, 8.381370970, 8.152419357, 7.923467745, 7.694516132, 7.465564519, 7.236612906, 7.007661293

L ]
Then the sum of the square of the error at each point is
r> add( (DAin[i]-Dodata[i])”2, i=1..nops(DAin) );

3.256758069

[l

>
Usi ng the sanme steps for the exponential function,
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C>DCexp :=] seq( rhs(DOFit2), T=Tdata ) ]:

> add( (DOCexp[i]-DOdata[i])”2, i=1..nops(DAin) );
[ 7243150106
C

These results confirmthat the exponential function is a better fit for the DO
dat a.
>
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