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## 1. Introduction

An algebra is a nonempty set equipped with a system of of finitary operations. Each algebra has a signature to index its system of fundamental operations. Such a signature is a set of operation symbols, each with given finite rank.

A variety is a class of algebras, all of the same signature, which is closed with respect to the formation of homomorphic images, subalgebras, and direct products of arbitrary systems of algebras. According to a classical theorem of Garrett Birkhoff [5], varieties are exactly those classes of algebras which can be axiomatized by sets of equations. Thus, the classification of algebras into varieties is natural from both the algebraic point of view and from the point of view of mathematical logic.

A basic task arising from this classification scheme is to determine whether an algebra $\mathbf{B}$ belongs to a variety $\mathcal{V}$. For the moment regard $\mathcal{V}$ as fixed.

## The Finite Algebra Membership Problem for $\mathcal{V}$

Find a method for determining of a given finite algebra $\mathbf{B}$ whether $\mathbf{B} \in \mathcal{V}$.

In case the signature of $\mathcal{V}$ is finite, this problem can be construed as a computational problem since, at least up to isomorphism, finite algebras of finite signature are suitable as inputs for algorithms. In this paper our primary concern will be with locally finite varieties of finite signature and, in particular, with varieties generated by a single finite algebra of finite signature.

The Finite Algebra Membership Problem has a number of interesting variations. For example, fix a (finite) signature.

## The Finite Algebra Membership Problem: Two Algebra Variant

Find a method for determining of two given finite algebras $\mathbf{A}$ and $\mathbf{B}$ whether $\mathbf{B}$ belongs to the variety generated by $\mathbf{A}$.

The classical work of Birkhoff $[5,6]$ offers three avenues to approach the Finite Algebra Membership Problem:

Avenue A. Determine whether B is a homomorphic image of some appropriate free algebra of $\mathcal{V}$.
Avenue B. Determine whether $\mathbf{B}$ satisfies the equations true in $\mathcal{V}$.
Avenue C. Characterize the finite subdirectly irreducible algebras in $\mathcal{V}$ and determine whether $\mathbf{B}$ is a subdirect product of such algebras.

As early as 1952, Jan Kalicki [14] observed, by way of Avenue A, that there is an algorithm for solving the Two Algebra Variant of the Finite Algebra Membership Problem, at least for finite signatures. Avenue C lies at the heart of the recent constructions of Székely [32, 33], of Jackson and McKenzie [13], and of Kozik [17] of finitely generated varieties whose Finite Algebra Membership Problems have high computational complexity.

In this paper we focus on the equational perspective of Avenue B . Let $\mathcal{V}$ be a variety of finite signature and let $\mathbf{B}$ be a finite algebra. To determine whether $\mathbf{B} \in \mathcal{V}$ it is not necessary to consider all the equations true in $\mathcal{V}$. Up to isomorphism there are only finitely many algebras of the same cardinality as $\mathbf{B}$. For each such algebra that fails to belong to $\mathbf{V}$ pick an equation true in $\mathcal{V}$ which fails in the algebra. In this way, a finite set of equations has been assembled. If they are all true in $\mathbf{B}$, then $\mathbf{B} \in \mathcal{V}$ and otherwise $\mathbf{B} \notin \mathcal{V}$. This insight leads to the definition of the equational complexity of a variety.

The length of an equation is the total number of occurences of operation symbols (including constant symbols) and variables in the equation. So the associative law $x \cdot(y \cdot z) \approx(x \cdot y) \cdot z$ has length 10 . The length of an equation is just its length as a string of symbols were it rendered as the concatenation of two terms each expressed in prefix (Polish) notation. [In this notation the familar associative law becomes $\cdot x \cdot y z \cdot x y z$.]

The equational complexity of a variety $\mathcal{V}$ of finite signature is the function $\beta_{\mathcal{V}}$ from the positive integers into the natural numbers so that $\beta_{\mathcal{V}}(n)$ is the smallest natural number $\ell$ such that any algebra $\mathbf{B}$ of cardinality less than $n$ belongs to $\mathcal{V}$ if and only if each equation of length less than $\ell$ which is true in $\mathcal{V}$ is also true in $\mathbf{B}$. Evidently, every variety of finite signature has an equational complexity function. For an algebra $\mathbf{A}$ we use $\beta_{\mathbf{A}}$ to denote $\beta_{\mathcal{V}}$ where $\mathcal{V}$ is the variety generated by $\mathbf{A}$.

In defining $\beta_{\mathcal{V}}$ we have used length as a measure of complexity of equations. Other measures can also be used (for example, the depth of an equation) to arrive at other measures of the equational complexity of a variety. Although such choices change the details, the main thrust of our findings would be much the same.

From this point, we stipulate that all signatures are finite.
For a variety $\mathcal{V}$ we denote the class of finite members of $\mathcal{V}$ by $\mathcal{V}_{\text {fin }}$. The equational complexity function $\beta_{\mathcal{V}}$ depends only on $\mathcal{V}_{\text {fin }}$. The class $\mathcal{V}_{\text {fin }}$ is a pseudovariety in the sense that it is a class of finite algebras closed with respect to the formation of homomorphic images, subalgebras, and direct products of arbitrary finite systems of algebras. We recall, see Reiterman [27], that not all pseudovarieties arise as the class of finite members of some variety.

A variety $\mathcal{V}$ is finitely based provided there is a finite set $\Gamma$ of equations so that $\mathcal{V}$ is the class of all algebras in which each equation in $\Gamma$ is true. An algebra is finitely based if and only if the variety it generates in finitely based. Evidently, $\beta_{\mathcal{V}}$ is dominated by some constant function if $\mathcal{V}$ is finitely based. Consider the converse. Suppose that $m$ is a natural number such that $\beta_{\mathcal{V}}(n) \leq m$ for all $n$. Up to renaming variables, the set $\Gamma$ of equations true in $\mathcal{V}$ with length no more than $m$ is a finite set. Let $\mathcal{W}$ be the variety axiomatized by $\Gamma$. Then $\mathcal{W}$ is a finitely based variety, $\mathcal{V}_{\text {fin }}=\mathcal{W}_{\text {fin }}$, and, as a consequence, $\beta_{\mathcal{V}}=\beta_{\mathcal{W}}$. However, we see no way to draw the conclusion that $\mathcal{V}$ is itself finitely based. Even in the case when $\mathcal{V}$ is locally finite (so that $\mathcal{V}$ is generated by $\mathcal{V}_{\text {fin }}$ ), we are unable to draw the conclusion that $\mathcal{W}$ is locally finite.

In their investigations of pseudovarieties, Eilenberg and Schützenberger [9] posed
the following problem (which we cast here in the language of equational complexity):
The Problem of Eilenberg and Schützenberger (1976)
Let $\mathbf{A}$ be a finite algebra of finite signature. Must $\mathbf{A}$ be finitely based if $\beta_{\mathbf{A}}$ is dominated by a constant?

A variety $\mathcal{V}$ is said to be inherently nonfinitely based provided $\mathcal{V}$ is locally finite but included in no finitely based locally finite variety. An algebra is inherently nonfinitely based if and only if it belongs to some locally finite variety but to no locally finite finitely based variety. Robert Cacioppo [7] has pointed out that if $\mathbf{A}$ is a finite algebra and $\beta_{\mathbf{A}}$ is dominated by a constant function, then either $\mathbf{A}$ is finitely based or else it is inherently nonfinitely based. So the Problem of Eilenberg and Schützenberger can be rephrased as

## The Problem of Eilenberg and Schützenberger

Is there an inherently nonfinitely based finite algebra of finite signature whose equational complexity is dominated by a constant function?

The same problem might be asked for locally finite varieties instead of finite algebras.

In 1987 Mark Sapir [28-30] characterized the inherently nonfinitely based finite semigroups. It follows from his work that none of them have equational complexities dominated by a constant. Almost all the other examples of inherently nonfinitely based finite algebras in the literature fulfill the conditions of the shift automorphism method of Baker, McNulty, and Werner [2]. We prove in the next section that no such algebras have equational complexities dominated by a constant. The principal examples of an inherently nonfinitely based finite algebra whose equational complexity might be dominated by a constant are the finite nonassociative bilinear algebras over finite fields constructed by Isaev [12].

The remainder of this paper supplies some general conditions that compel equational complexity functions to grow and others which bound the rapidity of this growth. Since most finite algebras, including groups, rings, lattices, vector spaces, Boolean algebras, ... , encountered in classical algebra are finitely based, we see that finite algebras exhibiting equational complexity growing too fast to be dominated by a constant must be found further afield.

To apply our results, we consider algebras arising from graphs and from finite automata.

Let $\mathbf{G}=\langle V, E\rangle$ be a graph, with loops at the vertices allowed. The graph algebra $\mathbf{A}_{\mathbf{G}}$ is the algebra with universe $A_{G}=V \cup\{0\}$, where we stipulate that $0 \notin V$, and whose only operation • is binary and defined by

$$
u \cdot v= \begin{cases}u & \text { if there is an edge of } \mathbf{G} \text { from } u \text { to } v \\ 0 & \text { otherwise }\end{cases}
$$

Observe that this definition is meaningful for directed graphs as well. Graph algebras were introduced by Caroline Shallon in her dissertation [31], see also [15,24]. Perhaps the graph algebra to make the earliest appearance is the 3-element algebra $\mathbf{A}_{\mathbf{M}}$ associated with the graph $\mathbf{M}$ displayed in Figure 1.
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Fig. 1. Murskiǔ's Graph M

Murskiǐ [25] proved that $\mathbf{A}_{\mathbf{M}}$ is nonfinitely based and later [26] that it is inherently nonfinitely based. The finitely based finite graph algebras were given a forbidden subgraph characterization by Baker, McNulty, and Werner [3] and all those which are not finitely based were shown to be inherently nonfinitely based. Similar characterizations have been found by Dejan Delić [8] for flat graph algebras and Brian Walter $[34,35]$ for algebras of directed graphs with loops at all vertices.

A finite automaton is usually described as a five-tuple $\langle\Sigma, Q, \delta, q, F\rangle$, where $\Sigma$ and $Q$ are disjoint finite sets called, respectively, the alphabet and the set of states, $q \in Q$ is called the initial state, $F \subseteq Q$ is the set of final states, and $\delta: \Sigma \times Q \rightarrow Q$ is called the transition function. The designation of initial and final states will play no role here and we relax the constraint on $\delta$ allowing its domain to be a subset of $\Sigma \times Q$. It would be reasonable to call such an object a partial automaton. We make a partial automaton into an automatic algebra by setting the universe to be $\Sigma \cup Q \cup\{0\}$, where we stipulate that $0 \notin \Sigma \cup Q$, and letting the only operation $\cdot$, which is binary, be defined so that

$$
a \cdot r= \begin{cases}s & \text { if } \delta(a, r)=s \\ 0 & \text { otherwise }\end{cases}
$$

Automata are usually depicted as directed graphs whose vertices are the states and whose edges are labelled with the letters from the alphabet $\Sigma$ in a manner to reflect the transition function $\delta$. Perhaps the 7 -element automatic algebra $\mathbf{L}$ of Roger Lyndon was the earliest to appear. It is displayed in Figure 2.

In 1954 Lyndon [19] showed that $\mathbf{L}$ is not finitely based. This was the earliest example of a nonfinitely based finite algebra. This algebra fails to be inherently nonfinitely based, as demonstrated by Bajusz, McNulty, and Szendrei [1]. Automatic algebras also arose in McKenzie's solution to Tarski's Finite Basis Problem [21-23].

We investigate the equational complexity of graph algebras and of automatic algebras. For nonfinitely based finite graph algebras we are able to show that the equational complexity dominates a strictly increasing linear function and is dom-


Fig. 2. Lyndon's Automatic Algebra L
inated by a quadratic function. For automatic algebras our results are limited to five examples, one being Lyndon's automatic algebra. For these examples we provide a linear upper bound on the equational complexity and, except in the case of Lyndon's algebra, a strictly increasing linear lower bound as well.

Finite algebras whose equational complexity exhibits very rapid growth have recently been found by Gábor Kun and Vera Vértesi [18] and by Marcin Kozik [17]. They consider flat algebras-these are algebras supplied with an absorbing element 0 and, among other operations, a meet operation which imposes on the algebra the structure of a height 1 semilattice with least element 0 . Kun and Vértesi consider flat hypergraph algebras (constructed from hypergraphs in manner extending how Shallon constructed algebras from graphs) while Kozik considers flat algebras associated with Turing machines (a variation of McKenzie's construction [22]). Kun and Vértesi construct examples for arbitrarily large $d$ of finite algebras whose equational complexity is roughly a polynomial of degree $d$. Kozik is able to exhibit a finite algebra with at least exponential equational complexity.

Much of the work presented here grew out of Székely's dissertation [32]. A key new contribution in this paper is Theorem 1 and its proof, found in the next section. The construction in the proof of that theorem has replaced Székely's "Moebius Torus algebra" construction enabling us to obtain lower bounds on equational complexity that are more widely applicable.

## 2. The shift automorphism method and varieties inherently nonfinitely based in the finite sense

For any variety $\mathcal{V}$ and any natural number $n$, we use $\mathcal{V}^{(n)}$ to denote the variety based on all the equations true in $\mathcal{V}$ in which no more than $n$ distinct variables occur. It is easy to see that $\mathbf{B} \in \mathcal{V}^{(n)}$ if and only if every subalgebra of $\mathbf{B}$ generated by $n$ or fewer elements belongs to $\mathcal{V}$. Birkhoff [5] proved that if $\mathcal{V}$ is a locally finite variety of finite signature and $n$ is any natural number, then $\mathcal{V}^{(n)}$ is finitely based. This entails, for any locally finite variety $\mathcal{V}$ of finite signature, that $\mathcal{V}$ is inherently nonfinitely based if and only if $\mathcal{V}^{(n)}$ is not locally finite for any natural number $n$.

To demonstrate that a variety $\mathcal{W}$ is not locally finite it is enough to find in $\mathcal{W}$ an infinite algebra which is finitely generated. But it may also be possible to give a
natural number $p$ and to find in $\mathcal{W}$ arbitrarily large finite $p$-generated algebras. If $\mathbf{W}$ has this property we say it fails to be locally finite in the finite sense.

A locally finite variety $\mathcal{V}$ of finite signature is inherently nonfinitely based in the finite sense if and only if $\mathcal{V}^{(n)}$ fails to be locally finite in the finite sense for every natural number $n$.

From Sapir's work it follows that every inherently nonfinitely based finite semigroup is inherently nonfinitely based in the finite sense. By Theorem 1 below, the same applies to those finite algebras shown to be inherently nonfinitely based with the help of the shift automorphism method of Baker, McNulty, and Werner.

Freese, McNulty, and Nation [10, 11] have adapted the shift automorphism method to lattices and used the adaptations to provided examples of inherently nonfinitely based lattice varieties. It is not clear whether these are also inherently nonfinitely based in the finite sense.

Finally, I. M. Isaev [12] has given examples of inherently nonfinitely based finite nonassociative rings and bilinear algebras over finite fields. We do not know whether these must also be inherently nonfinitely bsed in the finite sense.

## Open Problem

Is there a finite algebra which is inherently nonfinitely based, but which fails to be inherently nonfinitely based in the finite sense?

Theorem 1. Let A be an infinite locally finite algebra with only finitely many fundamental operations, with an absorbing element 0 , and with an automorphism $\sigma$ such that
a. $\{0\}$ is the only $\sigma$-orbit of $\mathbf{A}$ that is finite;
b. the proper part of $F$ is partitioned by $\sigma$ into only finitely many orbits, for each fundamental operation $F$ of $\mathbf{A}$;
c. $\quad f(a)=\sigma(a)$ for some proper element $a$ of $A$ and some nonconstant unary polynomial function $f$ of $\mathbf{A}$.

Then $\mathbf{A}$ is inherently nonfinitely based in the finite sense.

Proof. Let $\mathcal{V}$ denote the variety generated by $\mathbf{A}$.
Let $n$ be any natural number larger than the rank of any fundamental operation of $\mathbf{A}$. We will find a natural number $p$ and finite algebras $\mathbf{B}_{n, k}$ for infinitely many $k$ such that each $\mathbf{B}_{n, k} \in \mathcal{V}^{(n)}$, each $\mathbf{B}_{n, k}$ has at least $k$ elements, and each $\mathbf{B}_{n, k}$ is generated by a set of $p$ elements. We will also prove that $\mathcal{V}$ is locally finite.

Let $a$ and $b$ be proper elements of $A$. We say that $a$ and $b$ are operationally related provided they are entries in a tuple of proper elements that belongs to some fundamental operation of $\mathbf{A}$. We also say that $a$ is an essential element of $A$ if it belongs to such a tuple. Let $E$ denote the set of essential elements of $\mathbf{A}$. The set $E$ is $\sigma$-invariant and so it is partitioned by $\sigma$ into orbits. Since $\mathbf{A}$ has only finitely many fundamental operations, in view of condition (b) the set $E$ is partitioned into only finitely many $\sigma$-orbits. Let $m$ be the number of $\sigma$-orbits into which $E$ is partitioned.

Pick representatives $a_{0}, a_{1}, \ldots, a_{m-1}$ from these orbits in such a way that $a_{0}=a$ where $a$ is the element mentioned in condition (c). Arrange the elements of $E$ in a sequence

$$
\ldots, a_{-2}, a_{-1}, a_{0}, a_{1}, \ldots, a_{m-1}, a_{m}, \ldots
$$

with the order type of the integers so that $\sigma\left(a_{j}\right)=a_{j+m}$. This ordering of $E$ gives meaning to phrases like "to the left of", "to the right of", and "the distance between" when referring to elements of $E$. Notice also that this ordering of $E$ is preserved under $\sigma$.

Now according the condition (b) there are up to translations by $\sigma$ only finitely many pairs of operationally related elements. Let $d$ be the maximum distance between any two operationally related elements of $E$. We insist that the choice of representatives of the $\sigma$-orbits and their ordering has been made so that the resulting parameter $d$ is as small as possible. So the numbers $m$ and $d$ depend only on $\mathbf{A}$ and $\sigma$.

A third parameter plays a role in our proof. Consider any element $a_{i} \in E$. Let $X=\left\{a_{j} \mid i \leq j\right\}$. The subalgebra of $\mathbf{A}$ generated by $X$ may include elements of $E$ to the left of $a_{i}$. Any such elements must, however, be generated by $\left\{a_{j} \mid i \leq j<i+d\right\}$. This set is finite. Since $\mathbf{A}$ is locally finite, we conclude that $X$ can only generate finitely many elements to the left of $a_{i}$. Let $w_{i}$ denote the distance between $a_{i}$ and the element furthest to the left which is generated by $X$. Considering that $\sigma$ is an automorphism of $\mathbf{A}$, we see that $w_{0}, w_{1}, \ldots, w_{m-1}$ are the only numbers arising in this way. Let $w_{L}$ be the largest of these numbers. Performing the same analysis on the right instead of the left will produce another $m$-sequence of numbers. Let $w_{R}$ be the largest number appearing in this sequence

Let $\tau$ be an automorphism of $\mathbf{A}$. A subalgebra $\mathbf{S}$ of $\mathbf{A}$ is said to be $\tau$ decomposable if there is a subalgebra $\mathbf{S}_{0}$, called the core of the decomposition, such that

$$
S=\bigcup_{i \in \mathbb{Z}} \tau^{i}\left(S_{0}\right)
$$

and no element of $S_{0}$ is operationally related to any element in any nontrivial $\tau$ translate of $S_{0}$. Evidently, every $\tau$-decomposable subalgebra of $\mathbf{A}$ is $\tau$-invariant and it is partitioned into $\tau$-orbits.

Let $\ell$ be the smallest natural number such that $\ell m>n\left(d+w_{L}+w_{R}\right)$. From this point we reserve $\tau$ to denote $\sigma^{\ell}$. Let $m^{\prime}=\ell m$. This is the number of $\tau$-orbits into which $E$ is partitioned.

Claim 2. The union of any $n \tau$-orbits of $E$ generates a $\tau$-decomposable subalgebra of $\mathbf{A}$ whose core is $n$-generated.

Proof. Suppose that $Y \subseteq E$ is the union of $n \tau$-orbits. Let $y_{0} \in Y$. Scanning the elements of $Y$ to the right we read the sequence

$$
y_{0}, y_{1}, \ldots, y_{n-1}, y_{n}=\tau\left(y_{0}\right)
$$

The distance between $y_{0}$ and $y_{n}$ is $m^{\prime}>n\left(d+w_{L}+w_{R}\right)$. Between adjacent pairs on this sequence there are $n$ gaps. At least one of these gaps must have length at least $d+w_{L}+w_{R}+1$. So $Y$ can be broken up into pieces of size $n$ so that each is the $\tau$ translate of the one to the left and the gaps that separate these pieces are of length at least $d+w_{L}+w_{R}+1$. Let $Y_{0}$ be the piece containing $y_{0}$ and let $\mathbf{S}_{0}$ be the subalgebra generated by $Y_{0}$. Now $S_{0}$ can extend no further than $w_{L}$ points to the left of $Y_{0}$ and no further than $w_{R}$ point to the right. Now put $\mathbf{S}_{j}$ to be the image of $\mathbf{S}_{0}$ under $\tau^{j}$ for each integer $j$. Between any to such translates of $\mathbf{S}_{0}$ there must be a gap of at least $d+1$. It follows that no element of one translate can be operationally related to any element of another translate. Since it is evident that

$$
\bigcup_{j \in \mathbb{Z}} \tau^{j}\left(S_{0}\right)
$$

is the subalgebra generated by $Y$, we conclude that this subalgebra is $\tau$ decomposable.

Claim 3. $\mathcal{V}$ is locally finite.

Proof. According the [20], it suffices to find a function $b(n)$ on the positive integers so that every $n$-generated subalgebra of $\mathbf{A}$ has no more than $b(n)$ elements. Regarding $n$ as given, let $X$ be an subset of $A$ of cardinality $n$. Apart from perhaps the default element 0 , the only new elements that can be generated from $X$ must be essential elements. By insisting that $b(n)>n+1$, we can suppose that $X \subseteq E$. Pick $n \tau$-orbits in such a way that each element of $X$ lies in one of the selected orbits. Thus the subalgebra generated by $X$ is included in the subalgebra generated by these orbits. According to the preceding claim, the latter subalgebra is $\tau$-decomposable. Let $\mathbf{S}_{0}$ be the core of this $\tau$-decomposition. Then

$$
\operatorname{Sg}^{\mathbf{A}} X \subseteq \bigcup_{i \in \mathbb{Z}} \tau^{i} S_{0}
$$

Now $X$ must lie in the union of $n$ translates of $S_{0}$. Since the translates of operationally unrelated they constitute a subalgebra. The means that the size of the subalgebra generated by $X$ can be no bigger that $n$ times the size of $S_{0}$. This number still depends on the cardinality of $S_{0}$, which is itself an $n$-generated subalgebra of $\mathbf{A}$. To bound this number, notice that there are only $m^{\prime} \tau$-orbits. There are $\binom{m^{\prime}}{n}$ ways to pick $n$ of these orbits. For each such selection we can pick a core algebra for the corresponding $\tau$-decomposable subalgebra. Then $n$ times the size of the largest of these will suffice for $b(n)$.

The set $E \cup\{0\}$ is a subuniverse of $\mathbf{A}$. We consider a partial subalgebra of the $2 k$-fold direct power of this algebra. Let $e$ be any essential element and let $U \subseteq\{0,1, \ldots, 2 k-1\}$. By $e \mid U$ we mean the $2 k$-tuple that has $e$ at the $j^{\text {th }}$ position for all $j \in U$ and 0 at all other positions. Let $G=\{e|U| e \in$ $E$ and $U$ is nonempty contiguous set modulo $2 k$ with no more than $k$ members $\}$.

This set is the universe of a partial subalgebra $\mathbf{G}$. We use $\mathbf{G}^{\#}$ to denote the subalgebra of $\mathbf{A}^{2 k}$ obtained by adjoining the constantly 0 tuple to $\mathbf{G}$.

The automorphism $\tau$ of $\mathbf{E}$ extends coordinatewise to an automorphism of $G$. We use $\tau$ to denote this extension as well. G has another automorphism $\rho$ arising from the cyclic shift of coordinates. We use $\rho$ to denote the cyclic shift on the coordinate set as well. Notice that the collection of $U$ 's that play a role in $G$ is closed with respect to the cyclic shift. Evidently, the two automorphisms $\tau$ and $\rho$ permute: $\tau \circ \rho=\rho \circ \tau$.

Claim 4. $\tau \circ \rho$ partitions the partial algebra $\mathbf{G}$ into $2 k^{2} m^{\prime}$ orbits and these orbits are the congruence classes of some congruence relation of $\mathbf{G}$.

Proof. There are $m^{\prime} \tau$-orbits of $E$ and there are $2 k^{2}$ cyclicly contiguous nonempty subsets of $\{0,1, \ldots, 2 k-1\}$ of cardinality no more than $k$. The conclusion that the number of orbits in $2 k^{2} m^{\prime}$ is routine.

To see that the underlying equivalence relation is a congruence, suppose that $F$ is a fundamental operation symbol and that

$$
\begin{aligned}
F^{\mathbf{G}}\left(b_{0}\left|U_{0}, \ldots, b_{r-1}\right| U_{r-1}\right) & =b_{r} \mid U_{r} \\
F^{\mathbf{G}}\left(d_{0}\left|V_{0}, \ldots, d_{r-1}\right| V_{r-1}\right) & =d_{r} \mid V_{r} \\
(\tau \circ \rho)^{e_{j}} b_{j} \mid U_{j} & =d_{j} \mid V_{j} \text { for } j<r
\end{aligned}
$$

We need to verify that $b_{r} \mid U_{r}$ amd $d_{r} \mid V_{r}$ lie in the same orbit.
The definition of $G$ and the fact that 0 is an absorbing element entail

$$
\begin{gathered}
F^{\mathbf{A}}\left(b_{0}, \ldots, b_{r}\right)=b_{r} \\
F^{\mathbf{A}}\left(d_{0}, \ldots, d_{r}\right)=d_{r} \\
U_{0} \cap U_{1} \cap \cdots \cap U_{r-1}=U_{r} \\
V_{0} \cap V_{1} \cap \cdots \cap V_{r-1}=V_{r} \\
\tau^{e_{j}}\left(b_{j}\right) d_{j} \text { for all } j<r \\
\rho^{e_{j}}\left(U_{j}\right)=V_{j} \text { for all } j<r
\end{gathered}
$$

So we will have the desired conclusion once we show that $e_{0}=e_{1}=\cdots=e_{r-1}$.
Recall that $n$ is greater than the rank of any fundamental operation. So $b_{0}, \ldots, b_{r-1}$ cannot be in more than $n \tau$-orbits. Of course, $d_{0}, \ldots, d_{r-1}$ lie in the same $\tau$-orbits. So all these essential elements belong to a single $\tau$-decomposable subalgebra. Now $b_{0}, \ldots, b_{r-1}$ are operationally related. So they must lie in one of the translates of the core. Likewise, $d_{0}, \ldots, d_{r-1}$ must also lie in one of the translates of the core. Therefore there is an integer $e$ so that $\tau^{e}$ carries the translate containing the $b_{j}$ 's to the translate containing the $d_{j}$ 's. Hence $e=e_{0}=e_{1}=\cdots=e_{r-1}$.

The congruence of $\mathbf{G}$ whose congruence classes are the $\tau \circ \rho$ orbits will be denoted by $\theta$. Let $\mathbf{G}_{n, k}$ be the algebra made by adding a default absorbing element to $\mathbf{G} / \theta$. The cardinality of $\mathbf{G}_{n, k}$ is $2 k^{2} m^{\prime}+1$.

Claim 5. $\mathbf{G}_{n, k} \in \mathcal{V}^{(n)}$.

Proof. Consider $n$ proper elements of $G / \theta$, that is $n \tau \circ \rho$-orbits of G. Corresponding to each of these $\tau \circ \rho$-orbits is a $\tau$-orbit in $E$. In this way we obtain $n \tau$-orbits. The partial subalgebra $\mathbf{D}$ generated by the union of these orbits is $\tau$-decomposable. Let $\mathbf{S}$ denote the core of this decomposition. Now we can pick elements $b_{0}, \ldots, b_{n-1}$ of $S$ and appropriate subsets $U_{0}, \ldots, U_{n-1}$ of $\{0, \ldots, 2 k-1\}$ so that $b_{0}\left|U_{0}, \ldots, b_{n-1}\right| U_{n-1}$ is a system of representatives of our original $\tau \circ \rho$-orbits. Let $\mathbf{H}$ be the subalgebra of $\mathbf{G}^{\#}$ generated by $\left\{b_{0}\left|U_{0}, \ldots, b_{n-1}\right| U_{n-1}\right\}$. Let $\pi$ be the map from $H$ to $G_{n, k}$ defined so that each proper element of $H$ is assigned the $\tau \circ \rho$-orbit to which it belongs and the absorbing element of $\mathbf{H}$ is assigned the absorbing element of $\mathbf{G}_{n, k}$. To see that $\pi$ is a homomorphism from $\mathbf{H}$ into $\mathbf{G}_{n, k}$ let $F$ be a basic operation symbol and let $d_{0}\left|V_{0}, \ldots, d_{r-1}\right| V_{r-1}$ be proper elements of $H$, where $r$ is the rank of $F$. Consider the following equations:

$$
\begin{aligned}
\pi\left(F^{\mathbf{H}}\left(d_{0}\left|V_{0}, \ldots, d_{r-1}\right| V_{r-1}\right)\right) & =\pi\left(F^{\mathbf{A}}\left(d_{0}, \ldots, d_{r-1}\right) \mid V_{0} \cap \cdots \cap V_{r-1}\right) \\
F^{\mathbf{G}_{n, k}}\left(\pi\left(d_{0} \mid V_{0}\right), \ldots, \pi\left(d_{r-1} \mid V_{r-1}\right)\right) & =F^{\mathbf{G}_{n, k}}\left(d_{0}\left|V_{0} / \theta, \ldots, d_{r-1}\right| V_{r-1} / \theta\right)
\end{aligned}
$$

We would like to show that the four sides of the equations above are all equal. The right side of the second equation is the absorbing element, unless representatives $g_{0}\left|W_{0}, \ldots, g_{r-1}\right| W_{r-1}$ of the $\theta$-classes can be found so that $F^{\mathbf{G}}\left(g_{0}\left|W_{0}, \ldots, g_{r-1}\right| W_{r-1}\right)$ is defined in $\mathbf{G}$. In this case, the $\tau$-decomposability of $\mathbf{D}$ entails that $F^{\mathbf{G}}\left(d_{0}\left|V_{0}, \ldots, d_{r-1}\right| V_{r-1}\right)$ is defined in $\mathbf{G}$ as well. It follows that all four sides of the equations displayed above are equal. Therefore $\pi$ is a homomorphism.

Evidently, our $n$ original elements of $G_{n, k}$ belong to the image of $\pi$ and so the subalgebra they generate belongs to $\mathcal{V}$ since $\mathbf{H} \in \mathcal{V}$.

We have yet to determine $p$ and to define $\mathbf{B}_{n, k}$. The algebras $\mathbf{G}_{n, k}$ almost serve, except for the size of generating sets. The algebras we are looking for will be sublagebras of the $\mathbf{G}_{n, k}$.

Condition (c) of the theorem provides a unary polynomial $f$ and an essential element $a$ so that $f(a)=\sigma(a)$. We need such a polynomial that will do the same with $\tau$. Let $t\left(x, y_{1}, \ldots, y_{r}\right)$ be a term in which $x$ occurs and let $c_{1}, \ldots, c_{r}$ be essential elements so that

$$
f(x)=t^{\mathbf{A}}\left(x, c_{1}, \ldots, c_{r}\right)
$$

Then a polynomial that works with $\tau$ and $a$ is $f^{\prime}(x)$ displayed below.

$$
\left.t^{\mathbf{A}}\left(t^{\mathbf{A}}\left(\cdots t^{\mathbf{A}}\left(x, c_{1}, \ldots, c_{r}\right) \cdots\right), \sigma^{\ell-2}\left(c_{1}\right), \ldots, \sigma^{\ell-2}\left(c_{r}\right)\right), \sigma^{\ell-1}\left(c_{1}\right), \ldots, \sigma^{\ell-1}\left(c_{r}\right)\right)
$$

That is, $f^{\prime}(a)=\tau(a)$.
Let $t^{\prime}\left(x, y_{1}, \ldots, y_{p-1}\right)$ be a term and $c_{1}, \ldots, c_{p-1}$ be essential elements of $\mathbf{A}$ so that $f^{\prime}(x)=t^{\prime \mathbf{A}}\left(x, c_{1}, \ldots, c_{p-1}\right)$. That is the value of $p$ is one more than the number of "coefficients" in $f^{\prime}$. Notice that $p=\ell r$ where $r$ is the number of "coefficients"
in the original polynomial $f$. Let $Y_{j}=\{0, \ldots, j-1\}$ for each $j<k$. Let $Z_{j}$ be the preimage of $Y_{j}$ under the cyclic shift. That is

$$
Z_{j}=\{2 k-1,0,1, \ldots, j-2\}
$$

Let $\mathbf{B}_{n, k}$ be the subalgebra of $\mathbf{G}_{n, k}$ generated by the following elements:

$$
a\left|Y_{k} / \theta, c_{1}\right| Y_{k} / \theta, \ldots, c_{p-1} \mid Y_{k}
$$

The only thing that remains is to prove that $\mathbf{B}_{n, k}$ has at least $k$ elements. We do this by showing that the following $k$ distinct elements

$$
a\left|Z_{1} / \theta, a\right| Z_{2} / \theta, \ldots, a \mid Z_{k} / \theta
$$

all belong to $\mathbf{B}_{n, k}$.
Observe

$$
\begin{aligned}
t^{\prime \mathbf{G}}\left(a\left|Y_{k}, c_{1}\right| Y_{k}, \ldots, c_{p-1} \mid Y_{k}\right) & =t^{\prime \mathbf{A}}\left(a, c_{1}, \ldots, c_{p-1}\right) \mid Y_{k} \\
& =\tau(a) \mid Y_{k} \\
& \theta a \mid Z_{k}
\end{aligned}
$$

and

$$
\begin{aligned}
t^{\prime \mathbf{G}}\left(a\left|Z_{k}, c_{1}\right| Y_{k}, \ldots, c_{p-1} \mid Y_{k}\right) & =t^{\prime \mathbf{A}}\left(a, c_{1}, \ldots, c_{p-1}\right) \mid Y_{k-1} \\
& =\tau(a) \mid Y_{k-1} \\
& \theta a \mid Z_{k-1}
\end{aligned}
$$

So $\mathbf{B}_{n, k}$ has at least $k$ elements. This concludes the proof of the theorem.
The proof just given follows closely the lines of the proof given by Baker, McNulty, and Werner in [2] for their Theorem 1.1. Baker, McNulty, and Werner, in effect, considered the algebra $\mathbf{A}^{\mathbb{Z}}$ and exploited the effect of the shift on $\mathbb{Z}$ on final segments of $\mathbf{B}$. We use a corresponding process on the algebras $\mathbf{A}^{\{0,1, \ldots, 2 k-1\}}$ exploiting the effect of the cyclic shift on $\{0,1, \ldots, 2 k-1\}$ on certain contiguous subsets of $2 k$-cycle.

For the purposes of understanding equational complexity this proof contains useful information not stated in the theorem. The parameters $d, w_{L}, w_{R}$ and $m$ depend only on the algebra $\mathbf{A}$ and its automorphism $\sigma$. The parameters $\ell$ and $p$ depend on $n$ and this dependence is roughly linear. We record here some of this useful information about the algebras $\mathbf{B}_{n, k}$ that are constructed in the proof above:
(i) $\mathbf{B}_{n, k} \in \mathcal{V}^{(n)}$ for all $k$ and all sufficiently large $n$.
(ii) $k \leq\left|B_{n, k}\right| \leq 2 k^{2} \ell m+1$ for all $k$ and all sufficiently large $n$.
(iii) $\mathbf{B}_{n, k}$ is $p$-generated for all $k$ and all sufficiently large $n$.
(iv) $\mathbf{B}_{n, k} \notin \mathcal{V}$ for all sufficiently large $n$ and all $k$ greater than the cardinality of the algebra $\mathcal{V}$-freely generated by $p$ elements.

The last item on this list is rather inconvenient since $p$ depends on $n$ and the free spectrum function of $\mathcal{V}$ might grow quite rapidly.

In a large number of applications of this theorem to varieties generated by a finite algebra $\mathbf{C}$, the algebra $\mathbf{A}$ turns out to be an easily understood quotient of a subalgebra of $\mathbf{C}^{\mathbb{Z}}$ and the automorphism $\sigma$ derives from the right shift on the direct power. In these cases, the parameters $d, w, m, \ell$, and $p$ can usually be determined.

We will say that a locally finite variety $\mathcal{V}$ of finite signature is inherently nonfinitely based by reason of the shift automorphism method provided $\mathcal{V}$ has an algebra $\mathbf{A}$ with an automorhpism $\sigma$, a unary plynomial $f(x)$ and an element $a$ fulfilling the conditions of this theorem (or what is the same, the conditions of Theorem 1.1 of [2]).

## 3. Lower bounds on equational complexity

To assess how fast the equational complexity of a variety grows, we employ the following system of comparison. Let $f$ and $g$ be functions from the natural numbers into the real numbers. We say that $f$ eventually dominates $g$ when $g(n) \leq f(n)$ for all sufficiently large values of $n$.

Lemma 6. Let $\mathcal{V}$ be a variety of finite signature and let $d$ and $f$ be functions on the positive real numbers which assign integers to integers, with d strictly increasing and continuous and $f$ monotonically increasing. Suppose that for each sufficiently large natural number $n$ there is an algebra $\mathbf{C}_{n}$ with all the following properties
$\left|C_{n}\right| \leq d(n)$,
(2) $\mathbf{C}_{n} \in \mathcal{V}^{(f(n))}$, and
(3) $\mathbf{C}_{n} \notin \mathcal{V}$.

Then $\beta_{\mathcal{V}}(m)$ eventually dominates $f\left(d^{-1}(m-1)-1\right)+1$.

Proof. Let $n_{0}$ be a natural number so that conditions (1)-(3) hold for all $n \geq n_{0}$.
Since for any $n \geq n_{0}$ we have $\mathbf{C}_{n} \notin \mathcal{V}$ there will be equations true in $\mathcal{V}$ which fail in $\mathbf{C}_{n}$, but since $\mathbf{C}_{n} \in \mathcal{V}^{(f(n))}$ any such equations must involve at least $f(n)+1$ distinct variables. In consequence, any equation used to exclude $\mathbf{C}_{n}$ from $\mathcal{V}$ must have length at least $f(n)+1$. Hence

$$
f(n)+1<\beta_{\mathcal{V}}(d(n)+1) \text { for all } n \geq n_{0}
$$

Now let $m \geq d\left(n_{0}\right)+1$. Pick $n \geq n_{0}$ so that

$$
d(n)+1 \leq m \leq d(n+1)+1
$$

Since $d$ is continuous and strictly increasing it follows that

$$
\begin{aligned}
d^{-1}(m-1) & \leq n+1 \\
d^{-1}(m-1)-1 & \leq n \\
f\left(d^{-1}(m-1)-1\right) & \leq f(n) \\
f\left(d^{-1}(m-1)-1\right)+1 & \leq f(n)+1 \\
f\left(d^{-1}(m-1)-1\right)+1 & <\beta_{\mathcal{V}}(d(n)+1) \\
f\left(d^{-1}(m-1)-1\right)+1 & <\beta_{\mathcal{V}}(m) .
\end{aligned}
$$

The last inequality follows from $d(n)+1 \leq m$ because $\beta_{\mathcal{V}}$ is monotonically increasing.

In the lemma above the monotonicity and continuity properties of the functions $d(x)$ and $f(x)$ only need to hold for all large enough values of $x$. If further information is available about the signature a sharper bound can be established. Equations which have at least $f(n)+1$ occurrences of variables will be longer than $f(n)+1$ by an amount that depends of the ranks of the operation symbols of the signature. For example, if all the operation symbols are binary then the length of the equations will be $2 f(n)$. This would lead to the larger lower bound $2 f\left(d^{-1}(m-1)-1\right)$.

The case when $d(x)$ is a polynomial deserves some special mention. We are interested in an interval infinite to the right on which $d(x)$ is strictly increasing. Describing $d^{-1}(x)$ on this interval can be troublesome. However, every such function $d(x)$ is eventually dominated by a polynomial of the form $c x^{t}$ where $t$ is the degree of $d(x)$. When invoking the lemma above we can replace $d(x)=y$ by $c x^{t}=y$, whose inverse is $\sqrt[t]{y / c}$. We refer to functions like $\sqrt[t]{y / c}$ as radical functions.

Theorem 7. Let $\mathcal{V}$ be a locally finite variety of finite signature whose free spectrum function is dominated by a polynomial. If $\mathcal{V}$ is inherently nonfinitely based by reason of the shift automorphism method, then $\beta_{\mathcal{V}}$ eventually dominates a radical function.

Proof. We use the algebras constructed in the proof of Theorem 1. Let $\mathbf{C}_{n}=\mathbf{B}_{n, k}$ where $k$ is one larger that the size of the algebra $\mathcal{V}$-freely generated by $p$ elements. According to the remarks following Theorem 1 we can take $d(x)$ to be a polynomial of the form $c x^{t}$ and $f(x)=x$. Invoking the Lemma 6 finishes the proof.

Since the free spectrum function of a finitely generated variety is dominated by a doubly exponential function, similar reasoning gives the following result.

Theorem 8. Let $\mathcal{V}$ be a variety generated by a finite algebra with finitely many fundamental operations. If $\mathcal{V}$ is inherently nonfinitely based by reason of the shift automorphism method, then $\beta_{\mathcal{V}}$ eventually dominates a loglog function. In particular, $\beta_{\mathcal{V}}$ cannot be dominated by a constant function.

Recall that the Problem of Eilenberg and Schützenberger asks whether there is an inherently nonfinitely based finite algebra with equational complexity dominated
by a constant function. No such algebra, should they exist, can fulfill the conditions of the shift automorphism method.

These results, while they constrain $\beta_{\mathcal{V}}$ to grow, do not ensure very rapid growth. The trouble is that we used the free spectrum to exclude $\mathbf{C}_{n}$ from $\mathcal{V}$. An alternative method using test equations is available in the literature of nonfinitely based varieties. This method requires the discover of a list $\epsilon_{0}, \epsilon_{1}, \epsilon_{2}, \ldots$ of equations true in $\mathcal{V}$ such that $\epsilon_{n}$ fails in $\mathbf{C}_{n}$. The next example illustrates this method.


Fig. 3. McKenzie's Automatic Algebra R

The algebra $\mathbf{R}$ illustrated in Figure 3 has six elements: the labels of the vertices ( $q$ and $r$ ), the labels of the edges $(c, a$, and $b$ ), and the default element 0 . The algebra $\mathbf{R}$ has just one operation, which is binary, and that produces by default 0 except in cases like $q=a r$ when a vertex label is produced by combining an edge label with a vertex label, these labels being compatible with Figure 3.

Let $\mathcal{V}$ be the variety generated by $\mathbf{R}$. First we construct an algebra $\mathbf{A} \in \mathcal{V}$ and an automorphism $\sigma$ of $\mathbf{A}$ that fulfills the hypotheses of Theorem 1. Let $\mathbf{a}_{0}$ be the following element of $A^{\mathbb{Z}}$ :

$$
(\ldots, q, q, q, r, r, r, \ldots)
$$

where the rightmost $q$ occurs at coordinate 0 . Let $\mathbf{a}_{1}$ be

$$
(\ldots, c, c, c, a, b, b, b, \ldots)
$$

where the $a$ occurs at coordinate 0 . In general, $\mathbf{a}_{j}$ for any integer $j$ will result from the appropriate shifts of either $\mathbf{a}_{0}$ (in case $j$ is even) or $\mathbf{a}_{1}$ (in case $j$ is odd). So $\mathbf{a}_{-4}$ looks just like $\mathbf{a}_{0}$ except the rightmost $q$ occurs at coordinate $-2=-4 / 2$. Finally, let $A^{\prime}$ consist of all the $\mathbf{a}_{j}$ 's as well as all the $\mathbb{Z}$-tuples in which 0 occurs. Then $A^{\prime}$ is a subuniverse of $\mathbf{R}^{\mathbb{Z}}$. Let $\varphi$ be the equivalence relation on $A^{\prime}$ whose blocks are the singletons $\left\{\mathbf{a}_{j}\right\}$ and the one big block consisting of all $\mathbb{Z}$-tuples in which 0 occurs. Then $\varphi$ is a congruence relation on $\mathbf{A}^{\prime}$. We take $\mathbf{A}=\mathbf{A}^{\prime} / \varphi$. With a minor abuse of notation, we take the elements of $A$ to be the $\mathbf{a}_{j}$ 's and the absorbing element 0 . The automorphism $\sigma$ is essentially the shift: $\sigma\left(\mathbf{a}_{j}\right)=\mathbf{a}_{j+2}$ and $\sigma(0)=0$. The
parameters that arose in the proof of Theorem 1 have the values:

$$
\begin{aligned}
d & =2 \\
m & =2 \\
w_{L} & =0 \\
w_{R} & =1
\end{aligned}
$$

Furthermore we take $k=3$ and put $\ell=2 n$. With these choices, the algebras $\mathbf{G}_{n, 3}$ constructed in the proof of Theorem 1 will have cardinality $72 n+1$ and they will belong to $\mathcal{V}^{(n)}$. To ensure that $\mathbf{G}_{n, 3} \notin \mathcal{V}$ we present an equation $\epsilon_{n}$ which is true in $\mathbf{R}$ and fails in $\mathbf{G}_{n, 3}$. Here it is:

$$
x_{0} x_{\ell-1} \ldots x_{1} x_{0} x_{\ell-1} \ldots x_{1} x_{0} y \approx x_{0} x_{\ell-1} \ldots x_{1} x_{0} y
$$

where the association is to the right.
We omit the proof that $\epsilon_{n}$ holds in $\mathbf{R}$. To see that it fails in $\mathbf{G}_{n, 3}$ we put $U=$ $\{0,1,2\}, V=\{1,2,3\}$, and $W=\{2,3,4\}$ and we make the following assignments

$$
\begin{aligned}
& \mathbf{a}_{0} \mid U / \theta \mapsto y \\
& \mathbf{a}_{1} \mid U / \theta \mapsto x_{0} \\
& \mathbf{a}_{3} \mid U / \theta \mapsto x_{1} \\
& \vdots \\
& \mathbf{a}_{2 \ell-1} \mid U / \theta \mapsto x_{\ell-1}
\end{aligned}
$$

Now notice that

$$
\begin{array}{rlr}
\mathbf{a}_{1} \mid U & \equiv \mathbf{a}_{2 \ell+1} \mid V & \bmod \theta \\
\mathbf{a}_{3} \mid U & \equiv \mathbf{a}_{2 \ell+3} \mid V & \bmod \theta \\
& \vdots & \\
\mathbf{a}_{2 \ell-1} \mid U & \equiv \mathbf{a}_{4 \ell-1} \mid V & \bmod \theta \\
\mathbf{a}_{1} \mid U & \equiv \mathbf{a}_{4 \ell+1} \mid W & \bmod \theta
\end{array}
$$

Using these congruences to help in the computation, we see that under this assignment the right side of $\epsilon_{n}$ evaluates to $\mathbf{a}_{2 \ell+2} \mid\{2,3\} / \theta$ while the left side of the equation evaluates to $\mathbf{a}_{4 \ell+2} \mid\{3\} / \theta$. Since these are distinct, we conclude that $\epsilon_{n}$ fails in $\mathbf{G}_{n, 3}$.

It now follows from Lemma 6 that $\beta_{\mathbf{R}}$ eventually dominates the strictly increasing linear function

$$
\frac{1}{72} m-\frac{1}{36}
$$

Since we are only dealing with a binary operation symbol we can do better. We know any equation which has at least $n+1$ occurrences of variables must have
length at least $2 n$. It follows by the proof of Lemma 6 that $\beta_{\mathbf{R}}(m)$ dominates a strictly increasing linear function

$$
\frac{1}{36} m-\frac{37}{18}
$$

that grows twice as fast. But the essential conclusion that $\beta_{\mathbf{R}}$ dominates a strictly increasing linear function remains the same.

The method used in this example works in many other settings. Notice that the polynomial function stipulated in condition (c) of Theorem 1 played a different role here. Roughly speaking, it was used to construct a violation of one of the infinite list $\epsilon_{0}, \epsilon_{1}, \ldots$ of test equations. Some adjustment seems needed to apply the method of test equations to nonfinitely based finite algebras like Lyndon's $\mathbf{L}$ which fail to be inherently nonfinitely based. The algebra $\mathbf{A}$ was constructed as the quotient algebra of a subalgebra of $\mathbf{R}^{\mathbb{Z}}$ which in turn was mostly comprised of orbits of the two $\mathbb{Z}$-tuples $\mathbf{a}_{0}$ and $\mathbf{a}_{1}$. We abstract from this construction the following notions.

A basic translation of an algebra $\mathbf{A}$ is a function from $A$ into $A$ obtained from some fundamental operation of $\mathbf{A}$ by assigning values from $A$ to all but one of the places in the operation. By a sink set of an algebra $\mathbf{A}$ we mean a subset of $A$ closed with respect to all basic translations. If $H$ is a sink set of $\mathbf{A}$, then the equivalence relation whose blocks are $H$ and all the singletons $\{a\}$ for $a \in A \backslash H$ will be a congruence. Observe that if $Y$ is a sink set for the algebra $\mathbf{Q}$ and $H$ is the set of all tuples in $Q^{X}$ in which some element of $Y$ occurs, then $H$ is a sink set of $\mathbf{Q}^{X}$.

Suppose that $\mathbf{A}$ is an algebra with an automorphism $\sigma$ and a sink set $H$. Let $a_{0}, \ldots, a_{n-1}$ be elements of $A \backslash H$ from distinct $\sigma$-orbits. Let $B$ be the union of the $\sigma$-orbits of the $a_{i}$ 's. A binary operation • is convex on $B$ provided that whenever $\ell, m<n$ and $i$ and $j$ are integers it must be that either $\sigma^{i}\left(a_{\ell}\right) \cdot \sigma^{j}\left(a_{m}\right) \in H$ or else $\sigma^{i}\left(a_{\ell}\right) \cdot \sigma^{j}\left(a_{m}\right)=\sigma^{k}\left(a_{p}\right)$ for some $p<n$ and some $k$ between $i$ and $j$. The magnitude of a binary operation on the set $B$ is the smallest natural number $d$ such that $\sigma^{i}\left(a_{\ell}\right) \cdot \sigma^{j}\left(a_{m}\right) \notin H$ entails that $|i-j|<d$. An operation need not have a finite magnitude. The notions of convex and magnitude extend easily to operations of higher ranks.

Theorem 9. Let $\mathbf{Q}$ be a finite groupoid with an absorbing element and with a designated sink set. Let $\mathbf{a}$ and $\mathbf{b}$ be two $\mathbb{Z}$-tuples of nonsinking elmenents of $Q$. If
(a.) the fundamental operation of $\mathbf{Q}^{\mathbb{Z}}$ is convex on the set consisting of all the shifts of $\mathbf{a}$ and all the shifts of $\mathbf{b}$,
(b.) the fundamental operation of $\mathbf{Q}^{\mathbb{Z}}$ is of finite magnitude on the set consisting of all the shifts of $\mathbf{a}$ and $\mathbf{b}$,
(c.) $\sigma(\mathbf{a})=\sigma(\mathbf{b}) \mathbf{a}$ in $\mathbf{Q}^{\mathbb{Z}}$, where $\sigma$ is the shift automorphism, and
(d.) the equation $\epsilon_{n}$ holds in $\mathbf{Q}$ for all large enough natural numbers $n$,

Then $\beta_{\mathbf{Q}}$ dominates a strictly increasing linear function.

Proof. This proof, in essence, repeats the reasoning applied to McKenzie's automatic algebra $\mathbf{R}$. Here the set $A^{\prime}$ will consist of all the shifts of $\mathbf{a}$ and $\mathbf{b}$ as well as all $\mathbb{Z}$-tuples which have sinking entries. The blocks of the congruence $\theta$ are once more the singletons of the shifts of the $\mathbf{a}$ and of $\mathbf{b}$, with one big block containing the tuples with sinking entries. That $\theta$ is actually a congruence follows from the definition of sinking element. The algebra $\mathbf{A}:=\mathbf{A}^{\prime} / \theta$ and the shift automorphism $\sigma$ have all the properties needed the carry out the construction of $\mathbf{G}_{n, 3}$ in the proof of Theorem 1. The magnitude of the operation determines the value of the parameter $d$, while the stipulation that the operation is convex ensures that $w_{L}$ and $w_{R}$ are no greater than 1 . The parameter $\ell$ in that construction can be chosen as a linear function of $n$. This entails that the cardinality of $\mathbf{G}_{n, 3}$ will also depend linearly on $n$. The failure of $\epsilon_{\ell}$ in $\mathbf{G}_{n, 3}$ proceeds exactly as in the reasoning for $\mathbf{R}$, in view of condition (c) above. With all this in hand, our conclusion follows as in the example with $\mathbf{R}$.

Theorem 9 is easy to apply to automatic algebras. In the example of McKenzie's automatic algebra $\mathbf{R}$ the two $\mathbb{Z}$-tuple

$$
\begin{aligned}
& (\ldots, q, q, q, r, r, r, \ldots) \\
& (\ldots, c, c, c, a, b, b, b, \ldots)
\end{aligned}
$$

represent a single tour through the finite automata - the first tuple records the vertices or states encountered on the tour, while the second records the labels of the edge transitted. Conditions (a) and (c) of Theorem 9 are consequences of this fact. So we arrive at the following corollary.

Corollary 10. Let $\mathbf{A}$ be a finite automatic algebra. Let $\mathbf{a}$ be a $\mathbb{Z}$-tuple of states and let $\mathbf{b}$ be a $\mathbb{Z}$-tuple of letters which together represent a tour through the underlying finite automata. If
(a.) the fundamental operation of $\mathbf{A}^{\mathbb{Z}}$ is of finite magnitude on the set consisting of all the shifts of $\mathbf{a}$ and $\mathbf{b}$, and
(b.) the equation $\epsilon_{n}$ holds in $\mathbf{A}$ for all large enough natural numbers $n$,
then $\beta_{\mathbf{A}}$ dominates a strictly increasing linear function.
A variation of Theorem 9 has easy application to graph algebras. For this purpose, we need another list of test equations:

$$
x_{0} x_{n-1} x_{n-2} \ldots x_{1} x_{0} x_{n-1} x_{n-2} \ldots x_{1} x_{0} \approx x_{0} x_{n-1} x_{n-2} \ldots x_{1} x_{0}
$$

where the product is associated to the right.
Theorem 11. Let $\mathbf{Q}$ be a finite groupoid with an absorbing element and with a designated sink set. Let $\mathbf{a}$ be a $\mathbb{Z}$-tuples of nonsinking elmenents of $Q$. If
(a.) the fundamental operation of $\mathbf{Q}^{\mathbb{Z}}$ is convex on the set consisting of all the shifts of $\mathbf{a}$,
(b.) the fundamental operation of $\mathbf{Q}^{\mathbb{Z}}$ is of finite magnitude on the set consisting of all the shifts of $\mathbf{a}$,
(c.) $\sigma(\mathbf{a})=\sigma(\mathbf{a}) \mathbf{a}$ in $\mathbf{Q}^{\mathbb{Z}}$, where $\sigma$ is the shift automorphism, and
(d.) the equation $\delta_{n}$ holds in $\mathbf{Q}$ for all large enough natural numbers $n$,

Then $\beta_{\mathbf{Q}}$ dominates a strictly increasing linear function.
The proof of Theorem 11 is a bit simpler than the proof sketched for Theorem 9 since the shift automorphism has only one proper orbit rather than two. The demonstration that $\delta_{\ell}$ fails in $\mathbf{G}_{n, 3}$ in this case, requires only a small adjustment of the demonstration that $\epsilon_{\ell}$ fails in the previous case. We omit the details but provide an application. Other applications of these theorems can be found in Section 5.

Murskiǐ's graph algebra $\mathbf{A}_{\mathbf{M}}$ displayed in Figure 1. The graph $\mathbf{M}$ has two vertices $g$ and $h$ connected by an edge and there is a loop at $h$. Let the $\mathbb{Z}$-tuple

$$
\mathbf{a}=(\ldots h, h, h, g, h, g, h, h, g, h, h, h, g, h, h, h, h, g, \ldots)
$$

Then the operation is convex on the shifts of a and has magnitude 1. The verification of $\delta_{n}$ in $\mathbf{A}_{\mathbf{M}}$ is routine. Therefore, $\beta_{\mathbf{A}_{M}}$ grows too fast to be dominated by any sublinear function.

Observe that the $\mathbb{Z}$-tuple $\mathbf{a}$ is a tour through the graph $\mathbf{M}$. Conditions (a) and (c) of Theorem 11 are consequences of this fact. So we have the following corollary.

Corollary 12. Let $\mathbf{G}$ be a finite graph. Let $\mathbf{a}$ be $a \mathbb{Z}$-tuple of vertices of $\mathbf{G}$ which is a tour through $\mathbf{G}$. If
(a.) the fundamental operation of $\mathbf{A}_{\mathbf{G}}^{\mathbb{Z}}$ is of finite magnitude on the set consisting of all the shifts of $\mathbf{a}$, and
(b.) the equation $\delta_{n}$ holds in $\mathbf{A}_{\mathbf{G}}$ for all large enough natural numbers $n$,
then $\beta_{\mathbf{A}_{\mathbf{G}}}$ dominates a strictly increasing linear function.

## 4. Upper Bounds on Varieties and Algebras

Let $\mathcal{V}$ be a variety of finite signature and let $\mathbf{B}$ be an algebra of the same signature with fewer than $n$ elements. If $\mathbf{B} \notin \mathcal{V}$ then there must be an equation (of least length) true in $\mathcal{V}$ which fails in $\mathbf{B}$ and, because $\mathbf{B}$ has at most $n-1$ elements, this equation can be chosen so that the only variables occurring in it are among $x_{0}, x_{1}, \ldots, x_{n-2}$. So this equation witnesses that $\mathbf{B} \notin \mathcal{V}^{(n-1)}$. Birkhoff [5] proved that if $\mathcal{V}$ is a locally finite variety of finite signature, the $\mathcal{V}^{(m)}$ is finitely based for every natural number $m$. The proof provides a way to an upper bound on $\beta_{\mathcal{V}}$. Here are the steps in Birkhoff's proof.

Step I. Since $\mathcal{V}$ is locally finite, the algebra $\mathcal{V}$-freely generated by $\left\{x_{0}, x_{1}, \ldots, x_{n-2}\right\}$ is finite and it elements are classes of terms on $\left\{x_{0}, x_{1}, \ldots, x_{n-2}\right\}$ equivalent modulo the equational theory of $\mathcal{V}$.
Step II. From each equivalence class pick a representative term of shortest length.

Step III. Form the finite basis for $\mathcal{V}^{(n-1)}$ by gathering all equations of the form

$$
Q t_{0} t_{1} \ldots t_{r-1} \approx s
$$

where $Q$ is any basic operation symbol, $r$ is the $\operatorname{rank}$ of $Q, t_{0}, t_{1}, \ldots, t_{r-1}$ are any representative terms, and $s$ is the term representing the equivalence class to which $Q t_{0} t_{1} \ldots t_{r-1}$ belongs.

There may be several ways to pick the representative terms, so several different finite bases of $\mathbf{V}^{(n-1)}$ may arise in this way. Of course, $\mathcal{V}^{(n-1)}$ can also have other and even simpler bases. In any case, let $\pi_{\mathcal{V}}(n-1)=(r+1) \ell+1$ where $r$ is the largest of the ranks of the finitely many operation symbols and let $\ell$ be the length of the longest representative term. Then $\pi_{\mathcal{V}}(n-1)$ is an upper bound on the length of any of the equations obtained by the method of Birkhoff described above. The function $\pi_{\mathcal{V}}$ is called the Birkhoff bound of $\mathcal{V}$. Observe that if $\mathcal{W}$ is a subvariety of $\mathcal{V}$, then $\pi_{\mathcal{W}}(m) \leq \pi_{\mathcal{V}}(m)$ for all $m$. We use $\pi_{\mathbf{A}}$ to stand for $\pi_{\mathcal{V}}$ where $\mathcal{V}$ is the variety generated by the algebra $\mathbf{A}$.

Evidently, $\beta_{\mathcal{V}}(n) \leq \pi_{\mathcal{V}}(n-1)$ for all $n$ and for all locally finite varieties $\mathcal{V}$ for finite signature. Tighter upper bounds are not excluded. Determining the Birkhoff bound is closely related to finding normal forms for terms.

## 5. Applications to Graph Algebras and Automatic Algebras

### 5.1. Graph Algebras

In her seminal dissertation [31], Caroline Shallon associated to each term of the signature of graph algebras a certain rooted graph. A rooted graph is a graph with a designated vertex called the root of the graph. Let $t$ be some term. The term graph $H_{t}$ of $t$ is a rooted graph whose vertex set is the set of variables occurring in $t$ where the leftmost variable of $t$ is the root, and where two vertices $x$ and $y$, perhaps the same, are adjacent if and only if $t$ has a subterm $r \cdot s$ where $x$ and $y$, in some order, are the leftmost variables of $r$ and $s$. The graph $H_{t}$ is always connected. We understand $H_{t}$ as a rooted graph with labelled vertices.

We recall here some results from [31] about the graph algebra belonging to the graph $\mathbf{S}$ displayed in Figure 4.


Fig. 4. The Shallon Graph S

Theorem 13 (Shallon 1979). Every graph algebra belongs to the variety generated by $\mathbf{A}_{\mathbf{S}}$. An equation $s \approx t$ is true in $\mathbf{A}_{\mathbf{S}}$ if and only if $H_{s}=H_{t}$.

Accordingly, the Birkhoff bound $\pi_{\mathbf{A}_{\mathbf{S}}}$ is an upper bound on the equational complexity $\beta_{\mathbf{A}_{\mathbf{G}}}$ for any graph $\mathbf{G}$. Morevoer, using the theorem above we can calculate the Birkhoff bound of $\mathbf{A}_{\mathbf{S}}$. Since Shallon's 1979 dissertation is not widely available, we include here a sketch of her proof.

Proof Sketch for Theorem 13. Any evaluation of a term $t$ in a graph algebra will result either in the default element 0 or in the value assigned to the root of $H_{t}$. In the event that 0 is not the result of such an evaluation, then the edges of $H_{t}$ provide a record of the products which were computed in the course of the evaluation and the assignment of graph vertices to the variables of $t$ underlying the evaluation associates edges of $H_{t}$ with edges in the graph of the graph algebra. In the event that 0 is the result of the evaluation, then either 0 is assigned to a variable of $t$ or else one of the edges in $H_{t}$ is associated to vertices in the graph of the graph algebra which are not joined by an edge.

Let $s$ and $t$ be terms so that $H_{s}=H_{t}$ and let $\mathbf{G}$ be a graph. We contend that $s \approx t$ is true in $\mathbf{A}_{\mathbf{G}}$. Observe that the same variables occur in $s$ and $t$, so any assignment of 0 to one of these variables will result in assigning $s$ and $t$ the same value, namely 0 . So consider any assignment of vertices of $\mathbf{G}$ to the variables. The value assigned to $t$ will be the value assigned to the root of $H_{t}$ unless an edge of $H_{t}$ is associated to vertices of $\mathbf{G}$ which are not joined by an edge. The same applies to $s$. Since $H_{s}=H_{t}$, our assignment must give the same value to $s$ and $t$. This means $s \approx t$ is true in $\mathbf{A}_{\mathbf{G}}$ as we contended.

On the other hand, let $s$ and $t$ be terms so that $H_{s} \neq H_{t}$. We contend that $s \approx t$ fails in $\mathbf{A}_{\mathbf{S}}$. There are four cases depending on why $H_{s} \neq H_{t}$. First, $s$ and $t$ might have different variables. Say $x$ occurs in $s$ but not in $t$. Assign 0 to $x$ and $e$ so all the other variables. Then $s$ is assigned the value 0 while $t$ is assigned the value $e$, and $s \approx t$ fails in $\mathbf{A}_{\mathbf{S}}$. So from here on we suppose that the same variables occur in $s$ and $t$. Second, suppose that $H_{s}$ and $H_{t}$ have different roots. Assign $d$ to the root of $H_{s}, e$ to all the other variables. Under this assignment $s$ is given the value $d$ and $t$ is given the value $e$, so once again $s \approx t$ fails in $\mathbf{A}) \mathbf{S}$. Third, suppose that there is a variable $x$ so that $x$ is joined to itself by an edge in $H_{s}$ but not in $H_{t}$. Assigning $g$ to $x$ and $e$ to all the other variables results in assigning 0 to $s$ and $e$ or $g$ to $t$. Fourth and last, suppose that there are distinct variables $x$ and $y$ joined by an edge in $H_{s}$ but not in $H_{t}$. Assign $d$ to $x$ and $f$ to $y$ with $e$ assigned to all the other variables. Under this assignment $s$ will be given the value 0 while $t$ will be given $d, e$, or $f$ depending on which variable is assigned to the root. So our second contention holds.

The theorem follows from the two contentions we just verified.

Lemma 14. The Birkhoff bound of $\mathbf{A}_{\mathbf{S}}$ is $\pi_{\mathbf{A}_{\mathbf{S}}}(n)=3 n^{2}+3 n+4$.

Proof. In order to find the Birkhoff bound, we need only determine the length of the appropriate representative terms. So consider a term $t$ whose variables are $x_{0}, \ldots, x_{n-1}$. Now every term equivalent to $t$ must have the same term graph $H_{t}$. Each edge in the term graph corresponds to at least one occurrence of an operation in any associated term. So if there are $k$ edges in $H_{t}$ and $H_{t}=H_{s}$, then $s$ must have length at least $2 k+1$. Emil Kiss [16] gave a method for constructing a term $s$ from $H_{t}$ so that $H_{t}=H_{s}$ and the length of $s$ is this minimum $2 k+1$. Thus, the longest representative term we need is the one associated with the complete graph (with loops at each vertex) on $n$ vertices. This graph has $\binom{n}{2}+n$ edges. So it representative term has length $2\left(\binom{n}{2}+n\right)+1=n^{2}+n+1$. Therefore $\pi_{\mathbf{A}_{\mathbf{S}}}(n)=$ $3\left(n^{2}+n+1\right)+1=3 n^{2}+3 n+4$, as desired.

Theorem 15. Let $\mathbf{G}$ be a finite graph. Either $\beta_{\mathbf{A}_{\mathbf{G}}}(n)$ is dominated by a constant or $\beta_{\mathbf{A}_{\mathbf{G}}}(n)$ dominates a strictly increasing linear function and, in turn, it is dominated by $3 n^{2}-3 n+4$.

Proof. Baker, McNulty, and Werner [3] showed that $\mathbf{A}_{\mathbf{G}}$ is finitely based if and only if none of the graphs depicted in Figure 5 is an induced subgraph of G. Baker, McNulty, and Werner [2] also showed that the graph algebras associated with the four graphs in Figure 5 are inherently nonfinitely based by showing they fulfill condition (a) of Corollary 12. On the other hand, Theorem 13 entails that every graph algebra satisfies the equation $\delta_{n}$ for every $n$. It follows from Corollary 12 that the equational complexity of such graph algebras dominates some strictly increasing linear function. On the other hand, $3 n^{2}-3 n+4=3(n-1)^{2}+3(n-1)+4$ is an upper bound by Lemma 14 .


Fig. 5. The Four Forbidden Subgraphs

### 5.2. Automatic Algebras

The theory of automatic algebras is less developed than the theory of graph algebras. In particular, we do not have an analog of Shallon's graph algebra $\mathbf{S}$ nor of Theorem 13. Instead, we consider five particular examples: McKenzie's algebra $\mathbf{R}$, Lyndon's algebra $\mathbf{L}$, and three variants $\mathbf{L}^{\prime}, \mathbf{L}^{\prime \prime}$, and $\mathbf{L}^{\prime \prime \prime}$ of Lyndon's algebra. We also consider the four element algebra $\mathbf{V}$ of Višin [36], which is almost an automatic algebra. Except for Lyndon's algebra, these algebras are inherently nonfinitely based via the shift automorphism method and their equational complexities dominate strictly increasing linear functions by way of Corollary 10. Here we will demonstrate that these complexities are also dominated by linear functions. For easy reference these six algebras are displayed in Figure 6.


Fig. 6. Five automatic algebras and Višin's algebra

Višin's algebra V fails to be an automatic algebra only because we stipulated that for the underlying automaton the alphabet and the state set must be disjoint. Actually, the algebra $\mathbf{V}$ is dually isomorphic (in the sense of interchanging the order of inputs to the basic operation) to the algebra given by Višin in [36]. The variants of Lyndon's algebra differ in which letters have been omitted as labels.

Let $\mathbf{A}$ be one of the automatic algebras displayed in Figure 6. In A, some terms denote constantly 0 functions. This will apply to any term that is not associated to the right and to any term in which the rightmost variable occurs more than once. Terms with either of those properties are called zero terms. Since A has a loop, it follows that the only terms which denote the constantly 0 function are the zero terms. If $s \approx t$ is true in $\mathbf{A}$, then either $s$ and $t$ are both zero terms or they are both nonzero terms. In the latter case, the variables that occur in $s$ occur also in $t$ and vice versa. Also $s$ and $t$ have the same rightmost variable.

Since every nonzero term is associated to the right it is possible to drop the
parentheses and the operation symbols and treat such a term as a string of variables. Given a nonzero term $t$ we denote by $t^{*}$ the term obtained from $t$ by retaining both the rightmost and the leftmost occurrence of each variable, but deleting all other occurrences of variables. Here is an example:

$$
\begin{aligned}
t= & x(y(x(z(x(y(x w)))))) \\
& x y x z x y x w \\
& x y z y x w \\
& x y z y x w \\
t^{*}= & x(y(z(y(x w))))
\end{aligned}
$$

Lemma 16. Let $\mathbf{A}$ be any one of the automatic algebras $\mathbf{R}, \mathbf{L}, \mathbf{L}^{\prime}, \mathbf{L}^{\prime \prime}$, or $\mathbf{L}^{\prime \prime \prime}$ and let $t$ be any nonzero term. Then $t \approx t^{*}$ is true in $\mathbf{A}$.

Proof. While we deal with each of the five algebras in turn, the general line of reasoning is the same in each case.

Let $\mathbf{A}=\mathbf{R}$. Assign elements of $R$ to the variables of $t$. There are just three possibilities for the value given to $t$ under this assignment: $r, q$, and 0 . If the value of $t$ turns out to be $r$ then $r$ must have been assigned to the rightmost variable and all other variables must have been assigned $a$. Under this assignment $t^{*}$ is given the value $r$, the same value that was given to $t$. If the value of $t$ turns out to be $q$, then the rightmost variable must have been assigned either $q$ or $r$. In the first case, all other variables must have been assigned $c$ and this means that $t^{*}$ would get $q$ as well. In the second case, when $r$ is assigned to the rightmost variable, then some variable, say $x$, must have been assigned the value $b$. Evidently, $x$ occurs only once in $t$. All the variables (except the rightmost) to the right of $x$ must have been assigned $a$ and all the variables to the left of $x$ must have been assigned $c$. Thus, this under this assignment $t^{*}$ will also get the value $q$. So we see that if $t$ gets either the value $r$ or $q$, then $t^{*}$ will get the same value. Likewise, if $t^{*}$ gets either the value ror $q$, then $t$ will get the same value. The only remaining possibility is that both $t$ and $t^{*}$ get the value 0 . So in every case $t$ and $t^{*}$ get the same value. This means $t \approx t^{*}$ is true in $\mathbf{A}$.

Let $\mathbf{A}=\mathbf{L}$. Assign elements of $L$ to the variables of $t$. There are now four possibilities for the value given to $t$ under this asignment: $r, q, s$, and 0 . If the value of $t$ turns out to be $r$, then the rightmost variable must have been assigned $r$ and all the other variables must have been assigned $a$. Consequently, $t^{*}$ gets the value $r$ as well. If the value of $t$ turns out to be $q$, then the rightmost variable must have been essaigned either $q$ or $r$. In the first case, the remaining variables must have been assigned values from $\{a, b, c\}$. Under such an assignment, $t^{*}$ will also get the value $q$. In the second case, when $r$ is assigned to the rightmost variable, then some variable, say $x$, is assigned the value $b$ with all variables (except the rightmost) to the right of the rightmost occurrence of $x$ assigned the value $a$, and all variables to the left of the rightmost occurrence of $x$ assigned values from $\{a, b, c\}$. Under such
an assignment, $t^{*}$ will get the value $q$. By a similar argument, when $t$ gets the value $s$, then $t^{*}$ also gets the value $s$. So we see that $\inf t$ gets one of the values $q, r$, or $s$, then $t^{*}$ must get the same value. Likewise, if $t^{*}$ gets one of the values $q, r$, or $s$, then $t$ gets the same value. The only remaining possibility is that $t$ and $t^{*}$ both get the value 0 . So in every case $t$ and $t^{*}$ get the same value. this means $t \approx t^{*}$ is true in $\mathbf{A}$.

The remaining cases are like the case of $\mathbf{A}=\mathbf{L}$ except when $t$ (or $t^{*}$ ) is assigned $q$ and the rightmost variable is assigned $r$. In the event that $\mathbf{A}=\mathbf{L}^{\prime}$, the reasoning needed is the same that was used when $\mathbf{A}=\mathbf{R}$. Consider the case when $\mathbf{A}=\mathbf{L}^{\prime \prime}$. Then some variable, say $x$, is assigned the value $a$, the variable $x$ occurs once in $t$, all variables (except the rightmost) to the right of $x$ are assigned the value $b$ and all other variables are assigned values from $\{b, c\}$. Under such an assignment, $t^{*}$ is also given the value $q$. Finally, consider the case when $\mathbf{A}=\mathbf{L}^{\prime \prime \prime}$. Then some variable, say $x$, is assigned the value $a$, all variables (except the rightmost) to the right of the rightmost occurrence of $x$ are assigned the value $b$ and all other variables are assigned values from $\{a, c\}$. Under such an assignment, $t^{*}$ is also given the value $q$. It follows, as in the case of $\mathbf{L}$ that $t \approx t^{*}$ is true in $\mathbf{A}$.

Theorem 17. Let $\mathbf{L}$ be Lyndon's automatic algebra. The equational complexity of $\mathbf{L}$ eventually dominates every constant function and, in turn, it is dominated by $12 n-20$.

Proof. As observed by Robert Cacioppo [7], every finite algebra whose equational complexity is dominated by a constant must be either finitely based or inherently nonfinitely based. Lyndon [19] proved that $\mathbf{L}$ is not finitely based and Bajusz, McNulty, and Szendrei [1] proved that it fails to be inherently nonfinitely based. Therefore the equational complexity of $\mathbf{L}$ must eventually dominate every constant function.

For the upper bound, observe that every zero term can be represented, with respect to the equational theory of $\mathbf{L}$ by the term $x x$ and every nonzero term $t$ can be represented by $t^{*}$. If $n$ is the number of distinct variables occurring in $t$, then $t^{*}$ has at most $2 n-1$ occurrences of variables. This entails that $4 n-3$ is an upper bound on the length of $t^{*}$. Consequently, $\pi_{\mathbf{L}}(n) \leq 12 n-8$. But then $\beta_{\mathbf{L}}(n) \leq \pi_{\mathbf{L}}(n-1) \leq 12 n-20$.

Our methods for producing lower bounds on the equational complexity seem only to apply to inherently nonfinitely based algebras. So we have the following

Open Problem
Does the equational complexity of Lyndon's Algebra $\mathbf{L}$ dominate a strictly increasing linear function?

The same question might be asked of any nonfinitely based finite algebra which fails to be inherently nonfinitely based.

Theorem 18. Let $\mathbf{A}$ be McKenzie's automatic algebra $\mathbf{R}$ or one the variants $\mathbf{L}^{\prime}, \mathbf{L}^{\prime \prime}$, or $\mathbf{L}^{\prime \prime \prime}$ of Lyndon's automatic algebra. The equational complexity of $\mathbf{A}$ dominates some strictly increasing linear function and, in turn, is dominated by $12 n-20$.

Proof. The upper bounds are established by the same reasoning used in the proof of Theorem 17.

For the lower bounds, we already established just before Theorem 9 that

$$
\frac{1}{36} n-\frac{37}{18} \leq \beta_{\mathbf{R}}(n)
$$

So we have to deal with the three variants of Lyndon's automatic algebra. We will invoke Theorem 9. First observe that each of the equations $\left(\epsilon_{n}\right)$ holds in each of these algebras. Also notice that $\{0, s\}$ is a sink set for each of these algebras. To use Theorem 9 we have to find appropriate $\mathbb{Z}$-tuples a and $\mathbf{b}$. Actually, the same two tuples work in all three cases.

$$
\begin{aligned}
\mathbf{a} & :=(\ldots, q, q, q, q, r, r, r, \ldots) \\
\mathbf{b} & :=(\ldots, c, c, c, a, b, b, b, \ldots)
\end{aligned}
$$

Checking that all the hypotheses of Theorem 9 hold under these choices is routine. Consequently, the equational complexity of each of the algebras $\mathbf{L}^{\prime}, \mathbf{L}^{\prime \prime}$, and $\mathbf{L}^{\prime \prime \prime}$ must dominate some strictly increasing linear function.

Theorem 19. The equational complexity of Višin algebra $\mathbf{V}$ dominates some strictly increasing linear function and, in turn, is dominated by $42 n^{2}+51 n-8$.

Proof. Višin [36] provides an analysis of the equational theory of $\mathbf{V}$ that is detailed enough to give normal forms for all terms that are associated to the right (as well as for many other terms).

Let $\mathcal{V}$ be the variety generated by $\mathbf{V}$. Let $\mathbf{F}$ be the algebra $\mathcal{V}$-freely generated by the countably infinite set $\left\{x, y, z_{0}, z_{1}, \ldots\right\}$ of distinct variables. We regard the elements of $F$ as equivalence classes of terms, where the equivalence relation is just the equational theory of $\mathbf{V}$. Let $t_{n}$ be the term $z_{n}\left(z_{n-1}\left(\ldots\left(z_{0}(x y)\right) \ldots\right)\right)$. According to Višin, the terms $z_{1}, \ldots, t_{0}, t_{1}, \ldots$ and $x x$ all lie in distinct classes. Let $\mathbf{G}$ be the subalgebra of $\mathbf{F}$ generated by the classes of the terms $t_{n}$ and $z_{n}$ where $n$ runs through the natural numbers. Let $\theta$ be the equivalence relation on $G$ which isolates the designated generators and lumps all the remaining elements into a single equivalence class. Višin provides enough information to conclude that $\theta$ is an congruence of $\mathbf{G}$. Let $\mathbf{U}$ be the quotient algebra. This algebra has an absorbing element (the one big block) which we denote by 0 and two infinite sequences of elements $a_{0}, a_{1}, a_{2}, \ldots$ and $b_{1}, b_{2}, b_{3}, \ldots$ that correspond to $t_{0}, t_{1}, t_{2}, \ldots$ and $z_{1}, z_{2}, z_{3}, \ldots$ In $\mathbf{U}$ we have $b_{i+1} a_{i}=a_{i+1}$ with all other products giving the value 0 . An algebra $\mathbf{A}$ can be found among the subalgebras of an ultrapower of $\mathbf{U}$ that consists of 0 and two infinite $\mathbb{Z}$-tuples $\ldots, a_{-2}, a_{-1}, a_{0}, a_{1}, \ldots$ and $\ldots, b_{-2}, b_{-1}, b_{0}, b_{1}, b_{2}, \ldots$ Furthermore, in $\mathbf{A}$ we have $b_{i+1} a_{i}=a_{i+1}$ with all other products giving the value 0 . Unlike for $\mathbf{U}$, for

A there is an automorphism with these two $\mathbb{Z}$-tuples as orbits. The construction of $\mathbf{G}_{n, 3}$ from the proof of Theorem 1 can be carried out using $\mathbf{A}$. Since the equations $\epsilon_{n}$ hold in $\mathbf{V}$, we can conclude that the equational complexity of $\mathbf{V}$ bounds some strictly increasing linear function.

It remains to determine an upper bound on the length of representative terms on $n$ variables. A term which denotes a constantly 0 term function in $\mathbf{V}$ is called a zero term. The term $x x$ of length 3 represents the zero terms. Višin constructed representatives for the nonzero right associated terms. Such terms on $n$ variables are represented by terms of length no more than $4 n-3$. Observe that $((x y) z) w$ is a zero term but that $((x y) z)$ is not a zero term and it is not right associated.

To obtain our upper bound we need to find normal forms for the nonzero terms which are not right associated. We accomplish this in two steps. Let $t$ be a nonzero term which is not right associated. It must have a subterm of the form $((x s) q)$ where $x$ is a variable and $s$ and $q$ are terms. Among all such subterms there will be a unique longest one which we denote by $t_{r}$. There is a right associated nonzero term $t^{*}(u)$, with rightmost variable $u$, such that $t=t^{*}\left(t_{r}\right)$. Observe that the variable $u$ occurs only once in $t^{*}(u)$. According the Višin [36] there is a nonzero right-associated term $t^{\circ}(u)$ of length no more than $4 n-3$ so that $t^{*}(u) \approx t^{\circ}(u)$ holds in $\mathbf{V}$. Moreover, $u$ is the rightmost variable of $t^{\circ}(u)$ and it occurs only once. It follows that $t \approx t^{\circ}\left(t_{r}\right)$ holds in $\mathbf{V}$ and that the length of $t^{\circ}\left(t_{r}\right)$ is no more than $4 n-4+\ell$, where $\ell$ is the length of $t_{r}$. So in the second step we will look for a short normal form $\hat{t}_{r}$ for $t_{r}$.

The term $t_{r}$ is a nonzero term which denotes a term function $t_{r}^{\mathbf{V}}$ on $\mathbf{V}$ whose only outputs are 0 and $r$. Let $X$ be the set of variables occurring in $t_{r}$. A nontrivial assignment for $t_{r}$ is a function $\alpha: X \rightarrow\{a, r, q\}$ such that $t_{r}^{\mathbf{V}}(\alpha)=r$. We break $X$ into the following pairwise disjoint sets:

$$
\begin{aligned}
A_{t_{r}} & =\left\{x \in X \mid\{a\}=\left\{\alpha(x) \mid \alpha \text { is a nontrivial assignment for } t_{r}\right\}\right\} \\
R_{t_{r}} & =\left\{y \in X \mid\{r\}=\left\{\alpha(y) \mid \alpha \text { is a nontrivial assignment for } t_{r}\right\}\right\} \\
Q_{t_{r}} & =\left\{z \in X \mid\{q\}=\left\{\alpha(z) \mid \alpha \text { is a nontrivial assignment for } t_{r}\right\}\right\} \\
Q A_{t_{r}} & =\left\{w \in X \mid\{q, a\}=\left\{\alpha(w) \mid \alpha \text { is a nontrivial assignment for } t_{r}\right\}\right\} \\
Q R_{t_{r}} & =\left\{u \in X \mid\{q, r\}=\left\{\alpha(u) \mid \alpha \text { is a nontrivial assignment for } t_{r}\right\}\right\}
\end{aligned}
$$

Because of the structure of $t_{r}$, the sets $A$ and $R$ must be nonempty but the other three sets can turn out to be empty. Pick $x_{0} \in A_{t_{r}}$ and $y_{0} \in R_{t_{r}}$. We make use of the two relations on $Q A$ defined as
$w \bowtie w^{\prime}$ if and only if $\alpha(w)=\alpha\left(w^{\prime}\right)$ for all nontrivial assignments $\alpha$ for $t_{r}$
$w \triangleleft w^{\prime}$ if and only if $\alpha(w)=a$ implies $\alpha\left(w^{\prime}\right)=a$ for all nontrivial
assignments $\alpha$ for $t_{r}$.
Observe that $\bowtie$ is an equivalence relation while $\triangleleft$ is a quasiorder which induces a partial order on the $\bowtie$ equivalence classes. We need one more relation connecting $Q R_{t_{r}}$ and $Q A_{t_{r}}$. We write $u \prec w$ if and only if $w$ is $\triangleleft$ minimal so that $\alpha(u)=q$ implies $\alpha(w)=a$ for all nontrivial assignments $\alpha$ for $t_{r}$.

The normal form $\hat{t}_{r}$ will also be of the form $((x p) q)$ and it will have its own notion of nontrivial assignment. Our task is to arrange matters so that the two notions of nontrivial assignment turn out to be the same. The five sets of variables and the three binary relations above guide our construction of $\hat{t}_{r}$.

Let $k$ be the maximum of the cardinalities of $A_{t_{r}}$ and $R_{t_{r}}$ and let $j$ be the cardinality of $Q_{t_{r}}$. We take $A_{t_{r}}=\left\{x_{0}, x_{1}, \ldots, x_{k-1}\right\}$ and $Q_{t_{r}}=\left\{y_{0}, y_{1}, \ldots, y_{k-1}\right\}$, repeating either $x_{0}$ or $y_{0}$ as needed if $A_{t_{r}}$ and $R_{t_{r}}$ have different cardinalities. We put $Q_{t_{r}}=\left\{z_{0}, z_{1}, \ldots, z_{j-1}\right\}$. We start the construction of $\hat{t}_{r}$ by building one of its subterms $s$


Fig. 7. The term $s$

Let $s$ be the term depicted in Figure 7. It is a nonzero term and it is routine to verify that $A_{t_{r}}=A_{s}, R_{t_{r}}=R_{s}$, and $Q_{t_{r}}=Q_{s}$. The length of $s$ is $2(2 k+j)+1 \leq$ $4 n+1$.

Next we deal with $Q A_{t_{r}}$ and $\bowtie$. Let the equivalence classes with respect to $\bowtie$ be $B_{0}, B_{1}, \ldots, B_{i-1}$. For each equivalence we create a term. For example, suppose that the elments of $B_{0}$ are $w_{0}, w_{1}, w_{2}$, and $w_{3}$. The corresponding term $b_{0}$ is depicted in Figure 8.


Fig. 8. An eample for the term $b_{0}$

The length of the term $b_{0}$ is $10=2(4+1)$ where 4 is the size of the equivalence class in our example. Let $m$ be the cardinality of $Q A_{t_{r}}$. The sum of the lengths of the terms $b_{0}, b_{1}, \ldots, b_{i-1}$ is $2(m+i) \leq 4 n$. We put all these terms together with $s$ to form $s^{\prime}$ depicted in Figure 9.


Fig. 9. The term $s^{\prime}$

The term $s^{\prime}$ is again of the same basic form as $t_{r}$ and it is a nonzero term. It is routine to verify that

$$
\begin{aligned}
A_{t_{r}} & =A_{s^{\prime}} \\
R_{t_{r}} & =R_{s^{\prime}} \\
Q_{t_{r}} & =Q_{s^{\prime}} \\
Q A_{t_{r}} & =Q_{s^{\prime}}
\end{aligned}
$$

and that the two versions of $\bowtie$ agree. The length of $s^{\prime}$ is no more than $9 n+1$.
Next we turn to the relation $\triangleleft$. Since this induces a partial order on the $\bowtie$ equivalence classes, we pick representative elements $w_{0} \in B_{0}, w_{1} \in B_{1}, \ldots, w_{i-1} \in$ $B_{i-1}$. For each $\triangleleft$-covering among these representatives we build a term of length 7. For example, if $w_{3}$ covers $w_{5}$, the desired term will be $x_{0}\left(w_{3}\left(w_{5} y_{0}\right)\right)$, which is depicted below.


While each such term is only of length 7, there may to no linear bound on the number of such terms that are needed. On the other hand $n^{2}$ is an upper bound on the number needed. To make the term $s^{\prime \prime}$, we attach all these terms to $s^{\prime}$ in the same manner that we used to build $s^{\prime}$ from $s$. The resulting term $s^{\prime \prime}$ has length no more than $8 n^{2}+9 n+1$. Moreover, the two terms $t_{r}$ and $s^{\prime \prime}$ induce agreement for the sets $A, R, Q$, and $Q A$ and the relations $\bowtie$ and $\triangleleft$.

Last we have to contend with $Q R$ and $\prec$. Suppose that $u \in Q R_{t_{r}}$ and $u \prec w$ where $w$ is one of the representatives selected above. We need the term $d_{w, u}=$ $x_{0}(w u)$ of length 5 . Again, there may be no linear bound on the number of such terms we need, but again we will need no more than $n^{2}$ of them. In case $u \in Q R_{t_{r}}$ but $u \prec w$ fails for all the $w^{\prime} s$, we need the term $d_{u}=x_{0} u$ which has length 3 . We need no more than $n$ of these. Finally, we construct $\hat{t}_{r}$ by attaching all these $d^{\prime} s$ to $s^{\prime \prime}$ in the same manner as before. Thus, the length of $\hat{t}_{r}$ is no more than
$14 n^{2}+13 n+1$. It is routine to check that

$$
\begin{aligned}
A_{t_{r}} & =A_{\hat{t}_{r}} \\
R_{t_{r}} & =R_{\hat{t}_{r}} \\
Q_{t_{r}} & =Q_{\hat{t}_{r}} \\
Q A_{t_{r}} & =Q A_{\hat{t}_{r}} \\
Q R_{t_{r}} & =Q R_{\hat{t}_{r}}
\end{aligned}
$$

and in each case the versions of $\bowtie, \triangleleft$, and $\prec$ agree. So we can drop the subscripts.
It remains to show that $\alpha$ is a nontrivial assignment for $t_{r}$ if and only if it is a nontrivial assignment for $\hat{t}_{r}$, for every assignment $\alpha$. Almost by the construction of $\hat{t}_{r}$ we see that if $\alpha$ is nontrivial for $t_{r}$, then it is nontrivial for $\hat{t}_{r}$. So suppose that $\alpha$ is an assignment which is trivial $t_{r}$. This means that in the process of evaluating $t_{r}$ at $\alpha$ the output 0 is produced at some stage. The argument breaks down into cases according to how the 0 is produced. We call an occurrence of a variable left or right in case hangs off the tree depicting $t_{r}$ in the given direction. All the variables in $A$ and in $Q A$ occur only in the left sense, while all the variables in $R$ and in $Q R$ occur only in the right sense. It is possible for the variables in $Q$ to have occurrences in both senses.
Case: 0 is assigned by $\alpha$ to some variable. Since the same variables occur in $t_{r}$ and $\hat{t}_{r}$, this means that $\alpha$ is trivial for $\hat{t}_{r}$, as desired.

Now with respect to $\mathbf{V}$ the only products of nonzero elements which produce 0 are $a a, q q, r r, r a, q a$, and $r q$.

Case: One of $a a, r a$, or $q a$ is computed when evaluating $t_{r}$. The only outputs of the operation in $\mathbf{V}$ are $q, r$, and 0 . So in the course of evaluating $t_{r}$ at $\alpha$ neither $a a$ nor $r a$ nor $q a$ arise, unless $a$ is assigned to a variable in $R \cup Q \cup Q R$; in which case $\hat{t}_{r}$ must also evaluate to 0 , as desired.
Case: One of $r r$ or $r q$ is computed when evaluating $t_{r}$. If $\alpha$ assigns $r$ to a variable $x$ occurring to the left in $t_{r}$ then $x \in A \cup Q A \cup Q$. Thus $x$ also occurs to the left in $\hat{t}_{r}$, which entails that $\alpha$ is trivial for $\hat{t}_{r}$. So consider the remaining subcase when one of $(q r) r$ or $(q r) q$ is computed when evaluating $t_{r}$. This represents a failure of right association in $t_{r}$ that implies that $\alpha$ assigns $q$ to some variable $x \in A$. This forces $\alpha$ to be trivial for $\hat{t}_{r}$, as desired.

Case: $q q$ is computed when evaluating $t_{r}$. The assignment of $q$ to any variable not in $Q \cup Q R \cup Q A$ will force $\hat{t}_{r}$ to evaluate to 0 . Thus, there are four subcases.
Subcase: $w u$ is a subterm of $t_{r}$ with $w, u \in Q \cup Q A \cup Q R$ and $\alpha(w)=\alpha(u)=q$. If $w \in Q$, then $u \in R$ since $t_{r}$ must have nontrivial assignments. Thus $w \notin Q$. Likewise, if $u \in Q$, then $w \in A$. So $u \notin Q$. Since $w$ occurs to the left in $t_{r}$ and $u$ occurs to the right, we see that $w \in Q A$ and $u \in Q R$. Therefore there must be $w^{\prime} \in Q A$ so that $u \prec w^{\prime} \triangleleft w$. But then $\hat{t}_{r}$ has been rigged up in such a way that it must evaluate to 0 at $\alpha$.

Subcase: $(x p) y$ is a subterm of $t_{r}$ and $\alpha(x)=a$ and $\alpha(y)=q$. Evidently, $y \in R$ since $t_{r}$ has nontivial assignments. Since $\alpha(y)=q$, we conclude that $\hat{t}_{r}$ must evaluate to 0 .
Subcase: $x(y p)$ is a subterm of $t_{r}$ and $\alpha(x)=q$ while $\alpha(y)=a$. The variables $x$ and $y$ occur in $t_{r}$ on the left, so $x, y \in Q \cup Q A \cup A$. If $x \in A$, then $\hat{t}_{r}$ evaluates to 0 since $\alpha(x)=q$. So consider that $x \in Q \cup Q A$. Likewise, if $y \in Q$, then $\hat{t}_{r}$ evaluates to 0 since $\alpha(y)=a$. So consider that $y \in Q A \cup A$. Any assignment $\gamma$ which is nontrivial for $t_{r}$ such that $\gamma(y)=a$ will force $\gamma(x)=a$ as well. Hence, $x \notin Q$. It follows that $x \in Q A$. Pick an assignment $\delta$ which is nontrivial for $t_{r}$ so that $\delta(x)=q$. Then $\delta(y)=q$ as well. It follows that $y \in Q A$ and that $y \triangleleft x$. But this means that $\alpha$ is trivial for $\hat{t}_{r}$ since $\alpha(y)=a$ but $\alpha(x)=q$.
Subcase: $(x p)(y g)$ is a subterms of $t_{r}$ where $\alpha(x)=\alpha(y)=a$. Since $t_{r}$ has nontrivial assignments, so $y \in Q$. But then $\hat{t}_{r}$ evaluates to 0 since $\alpha(y)=a$.

No cases remain since $t_{r}$ is a nonzero term and only $q, r$, and 0 can be outputs of the basic operation of $\mathbf{V}$.

Finally, observe that $t \approx t^{*}\left(\hat{t}_{r}\right)$ holds in $\mathbf{V}$ and that the length of $t *\left(\hat{t}_{r}\right)$ is no more than $14 n^{2}+17 n-3$. This entails that $\beta_{\mathbf{V}}(n) \leq 42 n^{2}+51 n-8$, as desired. $\square$

## 6. Connections with computational complexity

Suppose a finite algebra A of a finite signature has been given. In 1952 Jan Kalicki [14] described a method for deciding whether an arbitrary finite algebra $\mathbf{B}$ belongs to the variety generated by $\mathbf{A}$. This is essentially a brute force algorithm which searches for a way to extend the map $h$ to a homomorphism from a subalgebra of $\mathbf{A}^{A^{B}}$, where $h$ is the map that sends the projection functions from $A^{A^{B}}$ to the corresponding members of $B$. In 2000 Cliff Bergman and Giora Slutzki [4] organized this brute force method intelligently enough so that its time-complexity is no worse than on the order of $2^{2^{p(n)}}$, where $n$ is this size of the input algebra $\mathbf{B}$ and $p(n)$ is some polynomial. Marcin Kozik in 2004 [17] gave an example of an algebra $\mathbf{A}$ with an EXPSPACE hard finite algebra membership problem. Of course, for particular choices of $\mathbf{A}$ the finite algebra membership problem can be much more amenable. In particular, if $\mathbf{A}$ is finitely based, then its finite algebra membership can be accomplished in polynomial time.

In this section we prove the following theorem which uses the equational complexity of $\mathbf{A}$ to obtain an estimate of the time complexity of the finite algebra membership problem for the variety generated by $\mathbf{A}$.

Theorem 20. Let A be a finite algebra of finite signature. The time complexity of the finite algebra membership problem for the variety generated by $\mathbf{A}$ is eventually dominated by

$$
n^{2 \beta_{\mathbf{A}}(n+1)+n}
$$

where $n$ is the size of the input algebra.

Proof. The method we use to determine whether an algebra $\mathbf{B}$ of cardinality $n$ belongs to the variety generated by $\mathbf{A}$ is simply to check in $\mathbf{B}$ all equations true in $\mathbf{A}$ which have length less than $\beta_{\mathbf{A}}(n+1)$ and in which no more than $n$ distinct variables occur.

We first bound the complexity of checking equations in finite algebras.
Let $\mathbf{B}$ be an algebra of cardinality $n$. We think of this algebra as given by a system of sorted lists, where each list is associated with a basic operation of $\mathbf{B}$. The list associated with a basic operation of rank $r$ is a list of the $r+1$-tuples belonging to the operations. Such a list will have $n^{r}$ entries.

Let $Q^{\mathbf{B}}$ be a basic operation of $\mathbf{B}$ and let $r$ be its rank. To evaluate $Q^{\mathbf{B}}$ at a given $r$-tuple amounts to searching the system of lists for the correct entry. Using a standard binary search, this requires no more than

$$
c\left(\left\lfloor\log n^{r}\right\rfloor+1\right)
$$

steps, where $c$ is an integral constant that depends on the signature but not on $n$. Since $r$ is also an integer, it follows that $c\left(\left\lfloor\log n^{r}\right\rfloor+1\right) \leq c r(\lfloor\log n\rfloor+1)$. Also notice that $c(\lfloor\log n\rfloor+1) \leq n$ for all large enough $n$. So we see that evaluating $Q^{\mathbf{B}}$ at a given $r$-tuple can be accomplished in no more than $r n$ steps, for all large enough values of $n$.

Evaluation of the term function $s^{\mathbf{B}}$ associated with a term $s$ at a given tuple amounts to systematically evaluating each basic operation as it comes up in the term. To analyze this let $\mathcal{O}$ be the set of operation symbols and let $|s|_{Q}$ stand for the number of occurrences of the operation symbol $Q$ in the term $s$. Then the number of steps needed to evaluate $s^{\mathbf{B}}$ at a given tuple is no more than

$$
\sum_{Q \in \mathcal{O}}|s|_{Q} \operatorname{rank} Q n=n \sum_{Q \in \mathcal{O}}|s|_{Q} \operatorname{rank} Q
$$

A routine induction on terms shows that $\ell(s)-1=\sum_{Q \in \mathcal{O}}|s|_{Q} \operatorname{rank} Q$, where $\ell(s)$ is the length of $s$. Therefore, the evaluation of $s^{\mathbf{B}}$ at a given tuple can be accomplished in no more than $n(\ell(s)-1)$ steps, for all sufficiently large values of $n$.

Now suppose that $s \approx t$ is an equation in no more than $r$ variables. To check whether this equation is true in $\mathbf{B}$, for each of the $n^{r}$ possible $r$-tuples we need to evaluate $s^{\mathbf{B}}$ and $t^{\mathbf{B}}$ and compare the two values. This can be done in no more than

$$
n(\ell(s)-1)+n(\ell(t)-1)+1=n(\ell(s)+\ell(t)-2)+1 \leq n(\ell(s)+\ell(t))
$$

steps, for each $r$-tuple. Finally, we can check whether $s \approx t$ holds in $\mathbf{B}$ in no more than $[\ell(s)+\ell(t)] n^{r+1}$ steps, provided $n$ is sufficiently large.

Now let $k$ be the cardinality of $\mathbf{A}$ and let $m$ be the number of operation symbols for the signature. The equations of length $\ell$ with variables from $x_{0}, x_{1}, \ldots, x_{r-1}$ are just certain strings of length $\ell$ of symbols drawn from an alphabet with $m+r$ symbols. There are $(m+r)^{\ell}$ such strings, not all of them equations. We consider all $(m+r)^{\ell}$ strings one at a time. For each we test whether it is an equation true in $\mathbf{A}$. This takes no more than $\ell k^{r+1}$ steps. If it turns out to be true, then we test
it in $\mathbf{B}$ and this takes no more than $\ell n^{r+1}$ steps. So testing all the strings can be accomplished in no more than

$$
(m+r)^{\ell}\left[\ell k^{r+1}+\ell n^{r+1}\right]=\ell(m+r)^{\ell}\left[k^{r+1}+n^{r+1}\right]
$$

steps.
We are concerned with the case when $r=n$ and $\ell$ ranges from 2 to $\beta_{\mathbf{A}}(n+1)-1$. So, assuming $n>m$ and $n>k$ we can bound the number of steps needed by

$$
\begin{aligned}
\left(\beta_{\mathbf{A}}(n+1)\right)^{2}(m+n)^{\beta_{\mathbf{A}}(n+1)-1}\left(k^{n+1}+n^{n+1}\right) & \leq\left(\beta_{\mathbf{A}}(n+1)\right)^{2}(2 n)^{\beta_{\mathbf{A}}(n+1)-1} 2 n^{n+1} \\
& \leq\left(\beta_{\mathbf{A}}(n+1)\right)^{2} 2^{\beta_{\mathbf{A}}(n+1)} n^{\beta_{\mathbf{A}}(n+1)+n} \\
& \leq n^{2 \beta_{\mathbf{A}}(n+1)+n}
\end{aligned}
$$

where the final inequality holds since $b^{2} 2^{b} \leq n^{b}$ when $4<n$ and $b$ is positive.
The 2 that appears in the formula in Theorem 20 can be replaced by any real number larger than 1 . In the event that $\beta_{\mathbf{A}}$ exhibits only polynomial growth, the bound on computational complexity given by this theorem is better than the bound found by Bergman and Slutzki for the brute force algorithm.
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