LINEAR ALGEBRA QUESTIONS FROM THE ADMISSION TO CANDIDACY
EXAM

The following is a more or less complete list of the linear algebra questions that have appeared on the
admission to candidacy exam for the last fifteen years. Some questions have been reworded a little.

JANUARY 1984

1. Let V be a finite-dimensional vector space and let T" be a linear operator on V. Suppose that T
commutes with every diagonalizable linear operator on V. Prove that T is a scalar multiple of
the identity operator.

2. Let V and W be vector spaces and let T be a linear operator from V into W. Suppose that V'
is finite-dimensional. Prove rank(7") + nullity(7") = dim V.

3. Let A and B be n X n matrices over a field F.

(a) Prove that if A or B is nonsingular, then AB is similar to BA.
(b) Show that there exist matrices A and B so that AB is not similar to BA.
(¢) What can you deduce about the eigenvalues of AB and BA? Prove your answer.

4. Let A = < ? g ), where D and G are n x n matrices. If DF = F'D prove that det A =
det(DG — FE).

5. If F is a field, prove that every ideal in F[z] is principal.
AucusT 1984

1. Let V be a finite dimensional vector space. Can V have three distinct proper subspaces Wy, Wy
and Wy such that Wy C Wy, Wy + Wy =V, and W7 N Wy = {0}7
2. Let n be a positive integer. Define

G ={A: Ais an n x n matrix with only integer entries and det A € {—1,+1}},
H = {A: Ais an invertible n x n matrix and both A and A~! have only integer entries}.

Prove G = H.
3. Let V be the vector space over R of all n x n matrices with entries from R.
(a) Prove that {I, A, A%,..., A"} is linearly dependent for all A € V.
(b) Let A € V. Prove that A is invertible if and only if I belongs to the span of {A, A2,..., A"}
4. Is every n x n matrix over the field of complex numbers similar to a matrix of the form D + N,
where D is a diagonal matrix, N*~! = 0, and DN = ND? Why?

JANUARY 1985

1. (a) Let V and W be vector spaces and let T" be a linear operator from V into W. Suppose that
V is finite-dimensional. Prove rank(T") + nullity(7) = dim V.
(b) Let T € L(V,V), where V is a finite dimensional vector space. (For a linear operator S
denote by N(S) the null space and by R(S) the range of S.)
(i) Prove there is a least natural number & such that N'(T*) = N(T*+1) = N(T*+2) ... Use
this k£ in the rest of this problem.
(ii) Prove that R(T*) = R(T*!) = R(T*+2). ..
(iii) Prove that N (T*) N R(T*) = {0}.
(iv) Prove that for each o € V there is exactly one vector in a; € N(T*) and exactly one
vector ap € R(T"*) such that o = a1 + ao.
2. Let F Dbe a field of characteristic 0 and let

W = {A = [aij] e Fxm . tI‘(A) = iau‘ = 0} .
=1
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For i,5 = 1,...,n with i # j, let E;; be the n x n matrix with (¢, j)-th entry 1 and all the
remaining entries 0. For ¢ = 2,... ,n let E; be the n X n matrix with (1,1) entry —1, (4,4)-th
entry +1, and all remaining entries 0. Let

S={Eij:i,j=1,... ,nandi# jU{E; :i=2,... ,n}.

[NOTE: You can assume, without proof, that S is a linearly independent subset of F™*" ]
(a) Prove that W is a subspace of F"*™ and that W = span(.S). What is the dimension of W?
(b) Suppose that f is a linear functional on F™*" such that
(i) f(AB) = f(BA), for all A, B € F™"*",
(ii) f(I) = n, where I is the identity matrix in F"*".
Prove that f(A) = tr(A) for all A € F"*".

AuGgusT 1985

. Let V be a vector space over C. Suppose that f and g are linear functionals on V' such that the
functional

h(a) = f(a)g(a) forall aeV
is linear. Show that either f =0 or g = 0.
. Let C be a 2 x 2 matrix over a field F. Prove: There exists matrices C' = AB — BA if and only
if tr(C) = 0.
. Prove that if A and B are n x n matrices from C and AB = BA, then A and B have a common
eigenvector.

JANUARY 1986

. Let F be a field and let V' be a finite dimensional vector space over F. Let T' € L(V, V). If cis an
eigenvalue of T', then prove there is a nonzero linear functional f in L(V,F) such that T*f = cf.
(Recall that T* f = fT by definition.)

. Let F be a field, n > 2 be an integer, and let V' be the vector space of n x n matrices over F.
Let A be a fixed element of V and let T' € L(V, V) be defined by T'(B) = AB.

(a) Prove that T" and A have the same minimal polynomial.

(b) If A is diagonalizable, prove, or disprove by counterexample, that 7" is diagonalizable.

(¢c) Do A and T have the same characteristic polynomial? Why or why not?

. Let M and N be 6 x 6 matrices over C, both having minimal polynomial z3.

(a) Prove that M and N are similar if and only if they have the same rank.

(b) Give a counterexample to show that the statement is false if 6 is replaced by 7.

AvugusT 1986

. Give an example of two 4 X 4 matrices that are not similar but that have the same minimal
polynomial.
. Let (aj,as,...,a,) be a nonzero vector in the real n-dimensional space R™ and let P be the

hyperplane
n
{(xla:EQa" . axn) S Rn : Zaimi = O} .

i=1
Find the matrix that gives the reflection across P.

JANUARY 1987

. Let V and W be finite-dimensional vector spaces and let T': V' — W be a linear transformation.
Prove that that exists a basis A of V and a basis B of W so that the matrix [T] 4 p has the block
I 0

0 0}

. Let V' be a finite-dimensional vector space and let T' be a diagonalizable linear operator on V.
Prove that if W is a T-invariant subspace then the restriction of T' to W is also diagonalizable.
. Let T be a linear operator on a finite-dimensional vector. Show that if 7" has no cyclic vector
then, then there exists an operator U on V that commutes with T but is not a polynomial in 7.

2
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AugusT 1987

. Exhibit two real matrices with no real eigenvalues which have the same characteristic polynomial
and the same minimal polynomial but are not similar.

. Let V be a vector space, not necessarily finite-dimensional. Can V have three distinct proper
subspaces A, B, and C, such that AC B, A+ C =V, and BNC = {0}7

. Compute the minimal and characteristic polynomials of the following matrix. Is it diagonalizable?

5 =2 0 0
6 -2 0 0
0 0 0 6
0 0 1 -1

AuGgusT 1988

. (a) Prove that if A and B are linear transformations on an n-dimensional vector space with
AB =0, then r(A) + r(B) < n where 7(-) denotes rank.

(b) For each linear transformation A on an n-dimensional vector space, prove that there exists
a linear transformation B such that AB =0 and r(A) + r(B) = n.

. (a) Prove that if A is a linear transformation such that A%2(I — A) = A(I — A)?> =0, then A is a
projection.

(b) Find a non-zero linear transformation so that A%(I — A) = 0 but A is not a projection.

. If S is an m-dimensional vector space of an n-dimensional vector space V', prove that S°, the

annilihilator of S, is an (n — m)-dimensional subspace of V*.

. Let A be the 4 x 4 real matrix

1 1 0
-1 -1 0
-2 =2 2
1 1 -1

A=

O = O O

(a) Determine the rational canonical form of A.
(b) Determine the Jordan canonical form of A.

JANUARY 1989

. Let T be the linear operator on R? which is represented by

1 1 -1
A=1]1 1 -1
1 0 O

in the standard basis. Find matrices B and C' which represent respectively, in the standard basis,
a diagonalizable linear operator D and a nilpotent linear operator N such that T'= D + N and
DN = ND.

. Suppose T is a linear operator on R represented in some basis by a diagonal matrix with entries
—1, —1, 5, 5, 5 on the main diagonal.

(a) Explain why T can not have a cyclic vector.

(b) Find k and the invariant factors p; = p,, in the cyclic decomposition R® = @le Z(a;; T).
(c) Write the rational canonical form for T

. Suppose that V in an n-dimensional vector space and 7' is a linear map on V of rank 1. Prove
that 7' is nilpotent or diagonalizable.

AuGusT 1989
. Let M denote an m X n matrix with entries in a field. Prove that

the maximum number of linearly independent rows of M

= the maximum number of linearly independent columns of M

(Do not assume that rank M = rank M".)



. Prove the Cayley-Hamilton Theorem, using only basic properties of determinants.
. Let V be a finite-dimensional vector space. Prove there a linear operator T on V is invertible if
and only if the constant term in the minimal polynomial for 7" is non-zero.

01 0
.(a) Les M= | 0 0 1 |[.Finda matrix T (with entries in C) such that T-!MT is diagonal,
1 1 -1

or prove that such a matrix does not exist.
(b) Find a matrix whose minimal polynomial is 22(z — 1)2, whose characteristic polynomial is
2*(x — 1) and whose rank is 4.
. Suppose A and B are linear operators on the same finite-dimensional vector space V. Prove that
AB and BA have the same characteristic values.
. Let M denote an n X n matrix with entries in a field F. Prove that there is an n x n matrix B
with entries in F so that det(M + tB) # 0 for every non-zero t € F.

JANUARY 1990

. Let W1 and Wy be subspaces of the finite dimensional vector space V. Record and prove a
formula which relates dim Wy, dim Wa, dim(W; 4+ W), dim(W; N Wa).

. Let M be a symmetric n X n matrix with real number entries. Prove that there is an n x n
matrix N with real entries such that N3 = M.

. TRUE OR FALSE. (If the statement is true, then prove it. If the statement is false, then give
a counterexample.) If two nilpotent matrices have the same rank, the same minimal polynomial
and the same characteristic polynomial, then they are similar.

AvucusT 1990

. Suppose that T : V — W is a injective linear transformation over a field F. Prove that T :
W* — V* is surjective. (Recall that V* = L(V,F) is the vector space of linear transformations
from V to F.)

. If M is the n X n matrix

T a a a
a x a a
M=|a a x a
a a a - X

then prove that det M = [ + (n — 1)a](z — a)" L.
. Suppose that T is a linear operator on a finite dimensional vector space V over a field F. Prove
that T" has a cyclic vector if and only if

{UeL(V,V): TU=UT} ={f(T) : f € Fx]}.
. Let T : R* — R* be given by
T(x1,z2,23,24) = (1 — T4, 21, =222 — x3 — dx4, 479 + X3)

(a) Compute the characteristic polynomial of 7'

(b) Compute the minimal polynomial of 7.

(c) The vector space R* is the direct sum of two proper T-invariant subspaces. Exhibit a basis
for one of these subspaces.

JANUARY 1991

. Let V, W, and Z be finite dimensional vector spaces over the field F and let f : V — W and
g: W — Z be linear transformations. Prove that

nullity (g o f) < nullity(f) + nullity(g)
4
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Prove that

A 0 O
det | B C D | =detAdetCdetFE
0 0 F

where A, B, C', D and E are all square matrices.

. Let A and B be n x n matrices with entries on the field F such that A"~' # 0, B*~! #£ 0, and

A" = B™ = (. Prove that A and B are similar, or show, with a counterexample, that A and B
are not necessarily similar.

AvugusT 1991

. Let A and B be n X n matrices with entries from R. Suppose that A and B are similar over C.

Prove that they are similar over R.

. Let A be an n x n with entries from the field F. Suppose that A2 = A. Prove that the rank of

A is equal to the trace of A.

. TRUE OR FALSE. (If the statement is true, then prove it. If the statement is false, then give a

counterexample.) Let W be a vector space over a field F and let § : V' — V' be a fixed surjective
transformation. If g : W — V' is a linear transformation then there is linear transformation

h:W — V such that 6o h = g.
JANUARY 1992

. Let V be a finite dimensional vector space and A € L(V, V).

(a) Prove that there exists and integer k such that ker A = ker A¥+1 = ...
(b) Prove that there exists an integer k such that V = ker A* @ image A*.

. Let V be the vector space of n x n matrices over a field F, and let T': V' — V* be defined by

T(A)(B) = tr(A'B). Prove that T is an isomorphism.

. Let A be an n x n matrix and A* = 0 for some k. Show that det(A + I) = 1.
. Let V be a finite dimensional vector sauce over a field F', and T a linear operator on V. Suppose

the minimal and characteristic polynomials of of T are the same power of an irreducible polyno-
mial p(z). Show that no non-trivial 7-invariant subspace of V' has a T-invariant complement.

AvugusT 1992

. Let V be the vector space of all n x n matrices over a field F, and let B be a fixed n X n matrix

that is not of the form cI. Define a linear operator 7' on V' by T'(A) = AB — BA. Exhibit a
not-zero element in the kernel of the transpose of 7'

. Let V be a finite dimensional vector space over a field F and suppose that S and T are triangulable

operators on V. If ST =TS prove that S and T have an eigenvector in common.

. Let A be an n x n matrix over C. If trace A* = 0 for all i > 0, prove that A is nilpotent.

JANUARY 1993

. Let V be a finite dimensional vector space over a field F, and let T be a linear operator on V so

that rank(7") = rank(7?). Prove that V is the direct sum of the range of T and the null space of
T.

. Let V be the vector space of all n x n matrices over a field F', and suppose that A is in V. Define

T:V —V by T(AB) = AB. Prove that A and T have the same characteristic values.

. Let A and B be n X n matrices over the complex numbers.

(a) Show that AB and BA have the same characteristic values.
(b) Are AB and BA similar matrices?

. Let V be a finite dimensional vector space over a field of characteristic 0, and T be a linear

operator on V' so that tr(T*) = 0 for all k > 1, where tr(-) denotes the trace function. Prove
that 7" is a nilpotent linear map.

. Let A = [a;j] be an n x n matrix over the field of complex numbers such that

|aii|>Z|aij| for i=1,...,n.
J#
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Then show that det A # 0. (det denotes the determinant.)

. Let A be an n x n matrix, and let adj(A) denote the adjoint of A. Prove the rank of adj(A) is

either 0, 1, or n.

AugusT 1993

. Let
1 3 3
A= 3 1 3
-3 -3 -5

(a) Determine the rational canonical form of A.
(b) Determine the Jordan canonical form of A.

CIf

0
A=1|0
0

S O =

0
L,
0

then prove that there does not exist a matrix with N2 = A.

. Let A be a real n x n matrix which is symmetric, i.e. A® = A. Prove that A is diagonalizable.
. Give an example of two nilpotent matrices A and B such that

(a) A is not similar to B,

(b) A and B have the same characteristic polynomial,
(c) A and B have the same minimal polynomial, and
(d) A and B have the same rank.

JANUARY 1994

. Let A be an n x n matrix over a field F. Show that F™ is the direct sum of the null space and

the range of A if and only if A and A? have the same rank.

. Let A and B be n x n matrices over a field F.

(a) Show AB and BA have the same eigenvalues.
(b) Is AB similar to BA? (Justify your answer).

. Given an exact sequence of finite-dimensional vector spaces

T T T Tn— Th— T,
O—O>V1—1>V2—2>-~~n—$ n—lL}Vn_n>0

that is the range of T; is equal to the null space of T;yi, for all i&. What is the value of

Z(—l)i dim(V;)? (Justify your answer).
i+1

. Let F be a field with ¢ elements and V' be a n-dimensional vector space over F.

(a) Find the number of elements in V.
(b) Find the number of bases of V.
(¢) Find the number of invertible linear operators on V.

. Let A and B be n x n matrices over a field F. Suppose that A and B have the same trace and

the same minimal polynomial of degree n — 1. Is A similar to B? (Justify your answer.)

. Let A = [a;5] be an n x n matrix with a;; = 1 for all ¢ and j. Find its characteristic and minimal

polynomial.

AvugusT 1994

. Give an example of a matrix with real entries whose characteristic polynomial is 2° — 2% + 2% —

3z + 1.

. TRUE or FALSE. (If true prove it. If false give a counterexample.) Let A and B be n x n

matrices with minimal polynomial z*. If rank A = rank B, and rank A% = rank B2, then A and
B are similar.
6



. Suppose that T is a linear operator on a finite-dimensional vector space V over a field F. Prove
that the characteristic polynomial of T is equal to the minimal polynomial of T if and only if

{UeLV,V): TU =UT} ={f(T) : f € Fx]}.
JANUARY 1995

. (a) Prove that if A and B are 3 x 3 matrices over a field F, a necessary and sufficient condition
that A and B be similar over F is that that have the same characteristic and the same
minimal polynomial.

(b) Give an example to show this is not true for 4 x 4 matrices.

. Let V' be the vector space of n x n matrices over a field. Assume that f is a linear functional on

V so that f(AB) = f(BA) for all A,B €V, and f(I) =n. Prove that f is the trace functional.

. Suppose that N is a 4 x 4 nilpotent matrix over F with minimal polynomial 2?. What are the

possible rational canonical forms for n?

. Let A and B be n xn matrices over a field F. Prove that AB and B A have the same characteristic

polynomial.

. Suppose that V is an n-dimensional vector space over F, and T is a linear operator on V which

has n distinct characteristic values. Prove that if S is a linear operator on V that commutes

with T', then S is a polynomial in 7.

August 1995

. Let A and B be n xn matrices over a field F. Show that AB and B A have the same characteristic
values in F.

. Let P and @ be real n x n matrices so that P + @ = I and rank(P) + rank(Q)) = n. Prove
that P and @ are projections. (HINT: Show that if Px = Qy for some vectors x and y, then
Pr=Qy=0.)

. Suppose that A is an n x n real, invertible matrix. Show that A~! can be expressed as a
polynomial in A with real coefficients and with degree at most n — 1.

. Let
1 1 00
1 110
A= 1 111
1 111

Determine the rational canonical form and the Jordan canonical form of A.

. (a) Give an example of two 4 x 4 nilpotent matrices which have the same minimal polynomial
but are not similar.

(b) Explain why 4 is the smallest value that can be chosen for the example in part (a), i.e. if
n < 3, any two nilpotent matrices with the same minimal polynomial are similar.

JANUARY 1996

. Let P35 be the vector space of all with coefficients from R and of degree at most 3. Define a linear

T :P3— Psby (Tf)(z)=f(2x —6). Is T diagonalizable? Explain why.

. Let R be the ring of n X n matrices over the real numbers. Show that R does not have any two

sided ideals other than R and {0}.

. Let V be a finite dimensional vector space and A : V' — V a linear map. Suppose that V =U@W

is a direct sum decomposition of V' into subspaces invariant under A. Let V* be the dual space

of V and let A* : V* — V* be the transpose of A.

(a) Show that V* has a direct sum decomposition V* = X @Y so that dim X = dimU and
dimY = dim W and both X and Y are invariant under A?’.

(b) Using part (a), or otherwise, prove that A and A’ are similar.

AugusT 1996

. Consider a linear operator on the space of 3 x 3 matrices defined by S(A) = A — A where A is
the transpose of A. Compute the rank of A.
7



. Let V and W be finite dimensional vector spaces over a field IF, let V* and W* be the dual spaces
toVand W and let T : V — W be a linear map.

(a) Give the definition of V* and show dim V' = dim V*.

(b) If S C V define the annihilator S° of S in V* and prove it is a subspace of V*.

(c) Define the adjoint map 7% : W* — V*.

(d) Show that ker(7")° = Image T™*

. Suppose that A is a 3 x 3 real orthogonal matrix, i.e., A = A~!, with determinant —1. Prove
that —1 is an eigenvalue of for A.

JANUARY 1997

. Let M, «, be the vector space of all n x n real matrices.

(a) Show that every A € M,,,, is similar to its transpose.

(b) Is there a single invertible S € M, so that SAS™! = A’ for all A € M,,»,,?

. Let A be a 3 x 3 matrix over the real numbers and assume that f(A) = 0 where f(z) =
22(x — 1)?(x — 2). Then give a complete list of the possible values of det(A).

. Show that for every polynomial p(z) € C[z| of degree n there is a polynomial ¢(z) of degree < n
so that

z—1
z+1

(z+1)"f (25 = pla).

HINT: Let P, be the vector space of polynomials of degree < n and for each f(z) € P, define
(Sf)(z) == (z+1)"f((x —1)/(z + 1)). Show that S maps P, — P, and is linear. What is the
null space of 57

August 1997

. Let V be a finite dimensional vector space and L € Hom(V, V') such that L and L? have the same
nullity. Show that V =ker L & Im L.
. Let A be an n x n matrix and n > 1. Show that adj(adj(4)) = det(A"2)A.

1 1 0
.Let A= |—1 2 1. Cmpute the rational cononical form and the Jordon canonical form of
3 —6 6

A.

. Let A be an n x n real matrix such that A3 = A. Show that the rank of A is greater than or
equal to the trace of A.

. Let A = [a;] be a real n x n matrix with positive diagonal entries such that

aiaj; > Y il Y laal

ki I#]
for all ¢, j. Show that det(A) > 0. HINT: Show first that det(A) # 0.
JANUARY 1998

. For any nonzero scalar a, show that there are no real nxn matrices A and B such that AB—BA =

al.

. Let V be a vector space over the rational numbers Q with dimV = 6 and let T' be a nonzero

linear operator on V.

(a) If f(T) = 0 for f(z) = % + 362* — 62% + 12, determine the rational canonical form for T
(and prove your result is correct).

(b) Is T an automorphism of V? If so describe T—!; if not describe why not.

. Suppose that A and B are diagonalizable matrices over a field F. Prove that they are simulta-

neously diagonalizable, that is there there exists an invertible matrix P such that PAP~! and

PBP~! are both diagonal, if and only if AB = BA.

8



AUGUST 1998

. V be a finite dimensional vector space and let W be a subspace of V. Let £(V') the set of linear
operators on V and set Z = {T € L(V) : W C ker(T)}. Prove that Z is a subspace of L(V') and
compute its dimension in terms of the the dimensions of V and W.
. Let V be a finite dimensional vector space and L(V') the set of linear operators on V. Suppose
T € L(V). Suppose that

V=VieVe- oV,
where V; is T invariant for each ¢ € {1,...,k}. Let m(z) be the minimal polynomial of 7" and
m;(z) the minimal polynomial of T" restricted to V;, for each i € {1,...,k}. How is m(x) related
to the set {my(z),...,m,(z)}.
. Let V Dbe a finite dimensional vector space and £(V') the set of linear operators on V. Let S,T €
L(V) so that S+T = I and dimrange S+dimrangeT = dim V. Prove that V = range S@®range T
and that ST =TS = 0.
. Let A and B be be n x n matrices. Suppose that A* and B* have the same minimal polynomials
and the same characteristic polynomials for £k = 1,2, and 3. Must A and B be similar? If so
prove it. If not, give a counterexample.

JANUARY 1999

. Let V be a finite dimensional vector space and let T': V' — V be a linear transformation which
is not zero and is not an isomorphism. Prove there is exists a linear transformation S so that
ST =0, but T'S # 0.

. Let T be a linear operator on the finite dimensional vector space V. Prove that if 72 = T, then
V =kerT @ imageT.

. Let S and T be 5 x 5 nilpotent matrices with rank S = rank 7 and rank S? = rank72. Are S
and T necessarily similar? Prove or give a counterexample.

. Let A and B be n x n matrices over C with AB = BA. Prove A and B have a common
eigenvector. Do A and B have a common eigenvalue.

AucusT 1999

. Make a list, as long as possible, of square matrices over C such that

(a) Each matrix on the list has characteristic polynomial (z — 2)*(z — 3)4,

(b) Each matrix on the list has minimal polynomial (z — 2)?(x — 3)?, and,

(c) No matrix on the list is similar to a matrix occurring elsewhere on the list.

Demonstrate that your list has all the desired attributes.

. Let A and B be nilpotent matrices over C.

(a) Prove that if AB = BA, then A + B is nilpotent.

(b) Prove that I — A is invertible.

. Let V be a finite dimensional vector space. Recall that for X C V the set X° is defined to be
{f | f is a linear functional of V" and f(x) =0 for all x € X. Let U and W be subspaces of V.
Prove the following

(a) (U+W)e=U°nWwWe.

(b) U°+W° =(UnW)°.



