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1. Introduction

Let � and N be positive real numbers, and let f : R 7! R be any function. In this

paper, we will obtain estimates for the size of the set fu 2 (N; 2N ] : jjf(u)jj < �g, where u
represents an integer and jjf(u)jj represents the distance from f(u) to the nearest integer.

Thus, the set consists of u 2 (N; 2N ] for which ff(u)g, the fractional part of f(u), lies

in I = [0; �) [ (1 � �; 1). The function f may depend on other parameters than u and,

in particular, N . How good an estimate one can make depends on how well-behaved the

function f is as well as the size of �. We will obtain two di�erent theorems estimating

the size of this set. The �rst of these two theorems will be of a fairly general nature and

is motivated by the authors' work in [12] and by work of Huxley [22] and of Huxley and

Sargos [24]; the second of these two theorems will be less general and is motivated by the

authors' joint work in [11] and the second author's work in [49].

We will show how these two theorems can be used to obtain gap results for k�free
numbers (integers n such that if p is a prime, then pk does not divide n), for squarefull

numbers (integers n such that if p is a prime dividing n, then p2 divides n), and for the

number of non-isomorphic abelian groups of a given order. For the remainder of this

introduction we elaborate on these gap results.

Theorem 1. Let k be an integer � 2. Then there is a constant c = c(k) such that if

h = cx1=(2k+1) log x and x is su�ciently large, then the interval (x; x+h] contains a k�free
number. Furthermore, if h = x1=(2k+1)(log x)g(x) where g(x) is any function increasing to

in�nity with x, then the number of k�free numbers in (x; x+ h] is h=�(k) + o(h).

Theorem 1 for k = 2 was �rst established by the authors in [11] and for general k was

�rst established by the second author in [49]. For k = 2, this result improves on work by

Fogels [13], Roth [39], Richert [38], Rankin [37], Schmidt [40], Graham and Kolesnik [17],

the second author [46,47], the �rst author [6], and the authors jointly [10]. For general k,

this result improves on work by Halberstam and Roth [18], the �rst author [5], and the

second author [48].
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Theorem 2. Let a(n) denote the number of non-isomorphic abelian groups of order n.

For k a positive integer, let Ak = fn 2 Z+ : a(n) = kg. Let h = x1=5(log x)g(x) where

g(x) is any function increasing to in�nity with x. Then there is a constant Pk such that

the interval (x; x+ h] contains Pkh+ o(h) elements of Ak.

Theorem 2 improves on work of Ivi�c [26] and Kr�atzel [29,30]. The theorem is essentially

due to Li Hongze [31] who showed that one can take h = x(1=5)+� above for any � > 0.

The approach of Li is based on using the exponent pair (1=6; 2=3) and estimates from work

on gaps between squarefree and cubefree numbers from [11] and [18]. Our approach here,

and elsewhere in the paper, is based solely on elementary techniques. We also show that a

result of the type given in Theorem 1 for k = 2 is equivalent to an analogous result (with

the same h) for Theorem 2. To show this equivalence, we make use of a result of Schinzel

(cf. [4],[43]) that the unrestricted partition function p(n) has in�nitely many distinct prime

divisors as n varies over the positive integers.

Theorem 3. Let Q(x) denote the number of squarefull numbers � x. Then for

5

39
= 0:1282 � � � < � <

1

2
;

we have that

Q(x+ x(1=2)+�)�Q(x) =
�(3=2)

2�(3)
x� + o(x�):

This is the main result of the authors in [12]. A classical result of Bateman and Gross-

wald [2] would imply the same result with � > 1=6. Theorem 3 is an improvement on work

by Shiu [44,45], Schmidt [41,42], Jia [27,28], Liu [32,33], and Heath-Brown [19].

Theorem 4. Let s1; s2; : : : denote the squarefree numbers in ascending order. Then for

0 �  <
43

13
= 3:30769 : : : ;

there is a constant B() such that

X
sn+1�x

(sn+1 � sn)
 = B()x+ o(x):

Theorem 5. Let k be an integer � 3. Let s1; s2; : : : denote the k�free numbers in

ascending order. For 0 �  < 2k � 1, there is a constant B(; k) such that

X
sn+1�x

(sn+1 � sn)
 = B(; k)x+ o(x):

Theorem 4 improves on work by Erd}os [3], Hooley [21], and the �rst author [7]. Theorem

5 is the k�free version of Theorem 4 and improves on work of Hooley [21] and Graham

[15]. Theorem 5 is a slight improvement over Graham who had the result for 0 �  <
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2k � 2 + (4=(k + 1)). The same result for  > 2k + 1 would imply an improvement on

Theorem 1, and it is of some interest to determine how close to 2k + 1 one can take .

In this introduction, we have indicated some of the extent of the approaches in this

paper. The main results concerning the distribution of fractional parts and the methods

used are discussed in detail in the next two sections. It is worth noting here that these

same ideas can be extended to algebraic number �elds to obtain results about k�free
values of polynomials and binary forms. Such polynomial results have been obtained by

Nair [35,36], Huxley and Nair [23], and the �rst author [8]. In particular, Nair [35] showed

that if k is an integer � (
p
2 � (1=2))g, then any irreducible polynomial f(x) 2 Z[x] of

degree g with gcd(f(m) : m 2 Z) k�free is such that f(m) is k�free for in�nitely many

integers m. The �rst author [9] has obtained the analogous result for irreducible binary

forms f(x; y) 2 Z[x; y] and k � (1=2)(
p
2� (1=2))g.

2. Divided Differences and a Result on Fractional Parts

Before continuing, we mention briey some notation that will be used throughout the

paper.

jjxjj = minfjx�mj : m is an integerg.
[x[ denotes the nearest integer to x.

f(u) � g(u), g(u) � f(u), or f(u) = O(g(u)) will mean that there is a constant

c0 > 0 such that jf(u)j � c0jg(u)j whenever u is su�ciently large. A subscript will be

used to indicate the dependence of the constant on some �xed parameters; for example

f(u)�� g(u) or f(u) = O�(g(u)) indicates that c
0 may depend on �.

f(u) = o(g(u)) will mean that limu!1(f(u)=g(u)) = 0.

f(u) � g(u) will mean that limu!1(f(u)=g(u)) = 1.

f(u) � g(u) will mean that there are constants c01 > 0 and c02 > 0 such that c01jg(u)j �
jf(u)j � c02jg(u)j.

In this section and the next, we develop the two main results of this paper from which the

theorems of the previous section will follow either directly or indirectly. We also indicate

how exponential sum estimates can be used to obtain similar results. An interesting aspect

of the results mentioned in the previous section, however, is that although exponential sum

estimates have been used in the past to obtain similar theorems, we will make no use of

exponential sum estimates in this paper. Nevertheless, it is of some interest to understand

the role of exponential sums for such results.

For all of the results mentioned in the previous section, we will have f(u) = X=us where

X is a new parameter and where s is a positive rational number. The value of � will in

each case be \small," and this will be crucial for the use of the more general theorems

discussed in this section and the next. In particular, the larger � is, one can in general

expect to be able to make less use of the theorems in this paper and better use of the

methods of exponential sums.

Exponential sums serve immediately to make estimates of the type we want because of

the following:

Let � 2 (0; 1=2). Let f : R 7! R be any function. Let S be a set of positive integers.
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Then for any positive integer J � 1=(4�); we get that

jfu 2 S : jjf(u)jj < �gj �
�2

2(J + 1)

X
1�j�J

����X
u2S

e (jf(u))

����+ �2

4(J + 1)
jSj:

A particularly simple proof of this result can be found in [6]. If one also makes use of Abel

summation, one can replace the above estimate with

jfu 2 S : jjf(u)jj < �gj �
�2

2(J + 1)
max
1�k�J

�����X
u2S

kX
j=1

e (jf(u))

����
�
+

�2

4(J + 1)
jSj:

Both of these enable one to apply exponential sum techniques. In particular, one can apply

the theory of exponent pairs in the �rst case or multi-dimensional estimates in the second

case. An excellent reference on obtaining such estimates is a recent book by Graham and

Kolesnik [16]. In addition, for monomials f such as we will be considering, one can make

use of recent work by Fouvry and Iwaniec [14].

Our interest here, again, is not in the use of exponential sums. We will make use of

�nite di�erences. Finite di�erences arise in the theory of exponential sums. It is not

di�cult, for example, to transform a sum over u of e(f(u)) to a sum over u and a of

e(f(u+ a)� f(u)). The expression f(u+ a)� f(u) is a di�erence, and we can view it as

being close to af 0(u) if f is well-behaved and from this obtain estimates for exponential

sums. We can furthermore arrive at higher order di�erences to estimate such sums. The

advantage of avoiding the use of exponential sums is that in so doing one seemingly can

make more use of certain arithmetical considerations in order to obtain better estimates

of the type needed. Equally important is that one need not restrict oneself to the type of

di�erences that arise in exponential sum estimates. A crucial aspect to the proof of our

next result, for example, is an application of divided di�erences which we discuss next.

A theory of exponential sum estimates based on the use of such di�erences would be of

interest, but none currently exists.

If f is a continuous function de�ned on the reals and x0; x1; : : : ; xn are n+1 distinct real

numbers, then there is a unique polynomial g(x) of degree � n such that g(xj) = f(xj) for

each j 2 f0; 1; : : : ; ng. The coe�cient of xn in g(x) is de�ned to be an nth order divided

di�erence for f , and we denote it by f [x0; x1; : : : ; xn]. Divided di�erences are classical in

the theory of numerical methods. Below we give the necessary background for our use of

them.

Let s be a positive integer. For arbitrary distinct real numbers �0; �1; : : : ; �s, we set

G(s) = G(s)(�0; �1; : : : ; �s) =
Y

0�i<j�s
(�j � �i):

For j in f0; 1; : : : ; sg, we de�ne

G
(s)
j = G

(s)
j (�0; �1; : : : ; �s) = G(s�1)(�0; �1; : : : ; �j�1; �j+1; : : : ; �s�1; �s);
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M
(s)
j =M

(s)
j (�0; �1; : : : ; �s) = (�1)s�jG(s)

j (�0; �1; : : : ; �s);

and

D
(s)
j = D

(s)
j (�0; �1; : : : ; �s) =

Y
0�i�s
i6=j

(�j � �i) =
G(s)(�0; �1; : : : ; �s)

M
(s)
j (�0; �1; : : : ; �s)

:

To clarify our use of subscripts, we note that in the de�nition G
(s)
j we are discarding the

(j + 1)st argument so that for example

G
(s)
j (�1; �2; : : : ; �s+1) =

Y
0�i<`�s

i6=j+1;`6=j+1

(�` � �i):

For our purposes, we �x �0 = 0. We now formulate four lemmas. The �rst two are

well-known and can be found in [25].

Lemma 1. With the notation above,

f [u; u+ �1; : : : ; u + �s] =

sX
j=0

f(u+ �j)

D
(s)
j

=

sX
j=0

f(u+ �j)M
(s)
j

G(s)

and

f [u; u+ �1; : : : ; u+ �s] =
f [u+ �1; u+ �2; : : : ; u + �s]� f [u; u+ �1; : : : ; u+ �s�1]

�s
:

Lemma 2. Suppose that 0 < �1 < �2 < � � � < �s and that f has a continuous derivative

of order s in [u; u + �s]. Then there is a number � 2 (u; u + �s) for which

f [u; u + �1; : : : ; u + �s] =
f (s)(�)

s!
:

Lemma 3. Let s � 2, and let �1; �2; : : : ; �s be distinct positive integers. Let

d1 = �1�2 � � � �s�1; d2 = (�s � �1)(�s � �2) � � � (�s � �s�1); and d = gcd(d1; d2):

Then for every j 2 f0; 1; : : : ; sg, d is a factor of M
(s)
j , and for every j 2 f1; 2; : : : ; s � 1g,

M
(s)
j (�0; �1; : : : ; �s) = d1M

(s�1)
j�1 (�1; �2; : : : ; �s)� d2M

(s�1)
j (�0; �1; : : : ; �s�1):

Proof. Clearly, G
(s)
s =

Q
0�i<j�s�1(�j��i) is divisible by d1 and G

(s)
0 =

Q
1�i<j�s(�j��i)

is divisible by d2. Hence, d divides M
(s)
j for j = 0 and j = s. For j 2 f1; 2; : : : ; s� 1g, one

checks directly that

d1G
(s�1)
j�1 (�1; �2; : : : ; �s) =

�j

�s
G

(s)
j (�0; �1; : : : ; �s)

and

d2G
(s�1)
j (�0; �1; : : : ; �s�1) =

�s � �j

�s
G

(s)
j (�0; �1; : : : ; �s):

Hence,

G
(s)
j (�0; �1; : : : ; �s) = d1G

(s�1)
j�1 (�1; �2; : : : ; �s) + d2G

(s�1)
j (�0; �1; : : : ; �s�1):

The result follows. �
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Lemma 4. If n is an integer and n = � + �, then one of the following must hold:

(i) j�j � 1=2.

(ii) j�j � j�j.
If j�j < 1=2, then n is non-zero in case (i) and n = 0 in case (ii).

The argument for Lemma 4 is clear. We have stated it here simply to accentuate its

importance as this simple lemma will play a major role in our arguments.

We state the main result of this section next. In the statement of the result, we will

make use of two numbers r and k. Throughout the remainder of this section, there will

be various implied constants (such as in the asymptotic formulas f (j)(u) � TN�j in the

statement of our next result); all such constants may depend on r but are independent of

k.

Theorem 6. Let N > 1. Let r be an integer � 3. Let T be a positive real number.

Suppose that f is a function with at least r derivatives and with f (j)(u) � TN�j for

j 2 fr � 2; r � 1; rg and u 2 (N; 2N ]. Let � be a positive real number with

� < kminfTN�r+2; T (r�4)=(r�2)N�r+3 + TN�r+1g;

for some su�ciently small constant k depending on r and the implied constants in the

asymptotic formulas f (j)(u) � TN�j above. Let

S = fu 2 (N; 2N ] \Z : jjf(u)jj < �g:

Then

jSj � T 2=(r(r+1))N (r�1)=(r+1) +N�2=((r�1)(r�2)) +N
�
�TN1�r�1=(r2�3r+4)

:

To prove Theorem 6, we �rst consider several key steps which we designate as lemmas.

For each lemma, we will assume that the conditions in the theorem hold.

Lemma 5. For some positive constant c1 depending only on r and the implied constants

in f (r�2)(u) � TN�r+2, there exists a set S0 satisfying
(i) S0 � S,

(ii) jSj � (r � 1) (jS0j+ 1),

and

(iii) any two distinct elements of S0 di�er by at least c1N
2=(r�1)T�2=((r�1)(r�2)).

Proof. Let u; u + �1; : : : ; u + �r�2 denote any r � 1 consecutive elements of S so that

0 < �1 < �2 < � � � < �r�2. We will establish that

�r�2 > c1N
2=(r�1)T�2=((r�1)(r�2))

for some c1 as above from which the lemma will follow by choosing the elements of S0 to
be every (r � 1)st element of S.

From Lemma 1 and Lemma 2, we deduce that

f [u; u+ �1; : : : ; u + �r�2] =

r�2X
j=0

f(u+ �j)M
(r�2)
j (�0; �1; : : : ; �r�2)

G(r�2)(�0; �1; : : : ; �r�2)
=

f (r�2)(�)

(r � 2)!
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for some � 2 (u; u + �r�2). Therefore,

(1)

r�2X
j=0

f(u+ �j)M
(r�2)
j (�0; �1; : : : ; �r�2) =

G(r�2)(�0; �1; : : : ; �r�2)f
(r�2)(�)

(r � 2)!
:

Since u; u + �1; : : : ; u+ �r�2 are in S,

(2) jjf(u+ �j)jj < � for 0 � j � r � 2:

The de�nitions of G(s) and M
(s)
j easily imply

���M (r�2)
j (�0; �1; : : : ; �r�2)

��� � G(r�2)(�0; �1; : : : ; �r�2) for 0 � j � r � 2:

Also, by the conditions in the theorem, � < kTN�r+2 � kf (r�2)(�). Hence, the left-hand

side of (1) di�ers from an integer by

< �

r�2X
j=0

���M (r�2)
j (�0; �1; : : : ; �r�2)

��� � �(r� 1)G(r�2) � kG(r�2)f (r�2)(�):

From Lemma 4 and (1), we deduce that for k su�ciently small,

G(r�2)(�0; �1; : : : ; �r�2)f
(r�2)(�)

(r � 2)!
�

1

2
:

The lemma follows upon observing that G(r�2)(�0; �1; : : : ; �r�2) � �
(r�1)(r�2)=2
r�2 and that

f (r�2)(�)� TN�r+2. �

We observe before continuing that to prove Lemma 5, we used only the conditions

f (r�2) � TN�r+2 and � < kTN�r+2 of Theorem 6.

Fix positive integers a1; a2; : : : ; ar�1, and suppose that

(3) aj � A � c2�
�2=((r�1)(r�2));

where c2 > 0 is a su�ciently small constant depending only on r and the implied constants

in the conditions f (j) � TN�j of the theorem. Set �0 = 0 as before, and set

�j = a1 + a2 + � � � + aj for j 2 f1; 2; : : : ; r � 1g:

Let T (a1; a2; : : : ; ar�1) denote the set of integers u such that the numbers u; u + �1; u +

�2; : : : ; u + �r�1 are consecutive elements of S0. Set

t(a1; a2; : : : ; ar�1) = jT (a1; a2; : : : ; ar�1)j:

Let u and u + c denote two consecutive elements of T (a1; a2; : : : ; ar�1). De�ne g(x) =

f(x+ c)� f(x). Let d1, d2, and d be as de�ned in Lemma 3 with s = r � 1.
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Lemma 6. There are real numbers �; �1; �2; �1, and �2 with absolute value < 1=4 and

integers m;m1;m2; `1, and `2 such that

(4) G(r�1)(�0; �1; : : : ; �r�1)f [u; u+ �1; : : : ; u + �r�1] = m1 + �1;

(5) G(r�1)(�0; �1; : : : ; �r�1)f [u+ c; u + c+ �1; : : : ; u + c+ �r�1] = m2 + �2;

(6) G(r�1)(�0; �1; : : : ; �r�1)g[u; u+ �1; : : : ; u + �r�1] = m+ �;

(7) G(r�2)(�0; �1; : : : ; �r�2)g[u; u + �1; : : : ; u+ �r�2] = `1 + �1;

and

(8) G(r�2)(�1; �2; : : : ; �r�1)g[u+ �1; u+ �2; : : : ; u+ �r�1] = `2 + �2:

Furthermore,

m = m2 �m1 = d1`2 � d2`1; � = �2 � �1 = d1�2 � d2�1; djm1; djm2; and djm:

Proof. Since u + �j and u + c + �j are in S0 for j 2 f0; 1; : : : ; r � 1g, we deduce for each
such j that

(9) jjf(u+ �j)jj < �; jjf(u+ c+ �j)jj < �; and jjg(u + �j)jj < 2�:

From Lemma 1, we obtain that the left-hand side of (4) di�ers from an integer, which we

call m1, by

< �

r�1X
j=0

jM (r�1)
j (�0; �1; : : : ; �r�1)j � ��

(r�1)(r�2)=2
r�1 � �A(r�1)(r�2)=2;

where the implied constant depends on r but is independent of c2. Thus, with c2 su�ciently

small, we obtain from (3) that (4) holds with j�1j < 1=8. Also, recalling [x[ denotes the

nearest integer to x, we deduce

�1 =

r�1X
j=0

(f(u+ �j)� [f(u+ �j)[) M
(r�1)
j (�0; �1; : : : ; �r�1)

and

m1 =

r�1X
j=0

[f(u+ �j)[M
(r�1)
j (�0; �1; : : : ; �r�1):
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We obtain from Lemma 3 that djm1. In a similar manner, we obtain (5) with j�2j < 1=8

and with m2 an integer divisible by d.

From Lemma 1, we deduce

g[u; u+�1; : : : ; u+�r�1] = f [u+ c; u+ c+�1; : : : ; u+ c+�r�1]�f [u; u+�1; : : : ; u+�r�1]:

Hence, (6) follows from (4) and (5) with

m = m2 �m1; � = �2 � �1; and j�j < 1=4:

Since djm1 and djm2, we deduce djm. Observe that an argument similar to that given in

the previous paragraph implies from (9) that

r�1X
j=0

�
jjg(u + �j)jj � jM (r�1)

j (�0; �1; : : : ; �r�1)j
�
< 1=4:

We obtain here that

m =

r�1X
j=0

[g(u+ �j)[M
(r�1)
j (�0; �1; : : : ; �r�1)

and

� =

r�1X
j=0

(g(u+ �j)� [g(u+ �j)[) M
(r�1)
j (�0; �1; : : : ; �r�1):

We will use this information momentarily.

One can establish (7) and (8) for some real numbers �1 and �2 having absolute value

< 1=4 and some integers `1 and `2 by applying arguments very similar to those used to

obtain (4) and (5). We omit the details. Furthermore, analogous to our expressions for m

and � above, we obtain

`1 =

r�2X
j=0

[g(u+ �j)[M
(r�2)
j (�0; �1; : : : ; �r�2);

`2 =

r�2X
j=0

[g(u + �j+1)[M
(r�2)
j (�1; �2; : : : ; �r�1);

�1 =

r�2X
j=0

(g(u+ �j)� [g(u + �j)[) M
(r�2)
j (�0; �1; : : : ; �r�2);

and

�2 =

r�2X
j=0

(g(u+ �j+1)� [g(u + �j+1)[) M
(r�2)
j (�1; �2; : : : ; �r�1):

Observe that

M
(r�1)
r�1 (�0; �1; : : : ; �r�1) = d1M

(r�2)
r�2 (�1; �2; : : : ; �r�1)

and

M
(r�1)
0 (�0; �1; : : : ; �r�1) = �d2M

(r�2)
0 (�0; �1; : : : ; �r�2):

From the last part of Lemma 3, we immediately deduce that m = d1`2 � d2`1 and � =

d1�2 � d2�1. This completes the proof. �
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Lemma 7. Given the notation of Lemma 6, none of m1;m2; `1, and `2 is equal to zero.

Also, d� G(r�1)(�0; : : : ; �r�1)
T

Nr�1
.

Proof. We use that

� < k

�
T (r�4)=(r�2)

Nr�3
+

T

Nr�1

�
� 2kmax

�
T (r�4)=(r�2)

Nr�3
;

T

Nr�1

�
;

and divide the argument into two cases.

Case I. � < 2kT=Nr�1.

Lemma 2 and the conditions in the theorem imply that

f [u; u + �1; : : : ; u+ �r�1] �
T

Nr�1
:

From the proof of Lemma 6, we deduce

j�1j � �

r�1X
j=0

jM (r�1)
j (�0; �1; : : : ; �r�1)j � �rG(r�1)(�0; : : : ; �r�1)

< 2krG(r�1)(�0; : : : ; �r�1)
T

Nr�1

� kG(r�1)(�0; : : : ; �r�1)f [u; u+ �1; : : : ; u+ �r�1]:

Next, we apply Lemma 4 using n = m1 and (4). Since k is su�ciently small, the above

inequality on j�1j implies that (ii) cannot hold; hence, (i) holds. Since j�1j < 1=4, we obtain

that m1 6= 0. Observe also that

(10) m1 � G(r�1)(�0; : : : ; �r�1)
T

Nr�1
:

A similar argument can be used to deduce that m2 6= 0. Lemma 1 and Lemma 2 (together

with the Mean Value Theorem) imply

g[u; u + �1; : : : ; u+ �r�2]

= f [u+ c; u+ c+ �1; : : : ; u+ c+ �r�2]� f [u; u + �1; : : : ; u+ �r�2]

� c
T

Nr�1
�

T

Nr�1
:

It follows as above that `1 6= 0, and a similar argument gives `2 6= 0. The inequality on d

follows from (10) and djm1.
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Case II. � < 2kT (r�4)=(r�2)=Nr�3.

In this case we use that

jM (r�1)
j (�0; : : : ; �r�1)j =

G(r�1)(�0; : : : ; �r�1)

jD(r�1)
j (�0; : : : ; �r�1)j

:

Since u; : : : ; u+�r�1 are elements of S0, Lemma 5 implies that the distance between u+�i
and u+ �j is � N2=(r�1)T�2=((r�1)(r�2)) for i 6= j. Therefore,

jD(r�1)
j j � N2T�2=(r�2):

Thus, in this case, we obtain

j�1j � �

r�1X
j=0

jM (r�1)
j (�0; �1; : : : ; �r�1)j � �G(r�1)(�0; : : : ; �r�1)N

�2T 2=(r�2)

� 2kG(r�1)(�0; : : : ; �r�1)
T

Nr�1
� kG(r�1)(�0; : : : ; �r�1)f [u; u+ �1; : : : ; u+ �r�1]:

As in Case I, we deduce that m1 6= 0 and that (10) holds. Again, m2 6= 0 follows in a

similar manner, and one obtains the upper bound on d. The estimate

c � �1 � N2=(r�1)T�2=((r�1)(r�2))

can be used in this case to establish `1 6= 0 and `2 6= 0. �

Proof of Theorem 6. Let

� = G(r�1)(�0; �1; : : : ; �r�1)g[u; u + �1; : : : ; u+ �r�1]:

Using (6), we deduce that either (i) or (ii) of Lemma 4 holds.

Suppose (i) holds. By Lemma 6, j�j � 1=4. By Lemma 4, m 6= 0. Since djm, we obtain

d � jmj. Hence,

G(r�1)(�0; : : : ; �r�1)jg[u; u + �1; : : : ; u+ �r�1]j �
d

2
:

From Lemma 1, Lemma 2, and the Mean Value Theorem,

g[u; u + �1; : : : ; u+ �r�1]

= f [u+ c; u+ c+ �1; : : : ; u+ c+ �r�1]� f [u; u+ �1; : : : ; u+ �r�1] �
cT

Nr
:

Therefore,

c� B1 :=
dNr

TG(r�1)(�0; : : : ; �r�1)
:
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From Lemma 7, B1 � N .

Now, suppose (ii) holds. Here Lemma 4 implies m = 0 so that j�j = j�j. Thus,

j�j = G(r�1)(�0; : : : ; �r�1)jg[u; u + �1; : : : ; u+ �r�1]j � G(r�1)(�0; : : : ; �r�1)
cT

Nr
:

From the proof of Lemma 6,

j�j � �

r�1X
j=0

jM (r�1)
j (�0; �1; : : : ; �r�1)j:

Hence,

c� B2 :=
�
Pr�1

j=0 jM
(r�1)
j (�0; �1; : : : ; �r�1)jNr

TG(r�1)(�0; : : : ; �r�1)
:

Since m = 0, Lemma 6 implies d1`2 = d2`1 so that (d1=d)j`1. By Lemma 7, `1 6= 0. Hence,

(11) j`1j � d1=d:

Now, we use (7) and Lemma 4. Since j�1j < 1=4 and `1 6= 0, we obtain from (11) that

G(r�2)(�0; �1; : : : ; �r�2) jg[u; u+ �1; : : : ; u + �r�2]j �
d1

2d
:

Since g[u; u + �1; : : : ; u+ �r�2] � cT=Nr�1, we deduce

c� B3 :=
d1N

r�1

dTG(r�2)(�0; �1; : : : ; �r�2)
:

Combining the cases that (i) holds or (ii) holds, we have shown that either c � B1

or B2 � c � B3. Note that B2=B1 � �A(r�1)(r�2)=2 � 1 so that B2 < B1 if the

constant c2 in (3) is su�ciently small. Therefore, the elements of T (a1; : : : ; ar�1) are in

� (N=B1)+1� N=B1 intervals each having length� B2. The minimal distance between

two elements of T (a1; : : : ; ar�1) is � B3. Hence,

t(a1; : : : ; ar�1)�
N

B1

�
B2

B3

+ 1

�
:

The number of u 2 S0 for which u; u+ a1; : : : ; u+ a1+ � � �+ ar�1 are consecutive elements

of S0 and max1�j�r�1fajg > A is � N=A. If we consider the elements of S0 other than
these O(N=A) elements, each belongs to some T (a1; : : : ; ar�1) with max1�j�r�1fajg � A.

Therefore,

jS0j �
X
a1�A

� � �
X

ar�1�A
t(a1; : : : ; ar�1) +

N

A
:
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Using the estimates

G(r�1)(�0; : : : ; �r�1)� Ar(r�1)=2;
G(r�2)(�0; : : : ; �r�2)

d1
� A(r�2)(r�3)=2;

and

jM (r�1)
j (�0; : : : ; �r�1)j � A(r�1)(r�2)=2 for 0 � j � r � 1;

we obtain
N

B1

�
B2

B3

+ 1

�
�
�

�T

Nr�2
Ar2�4r+4 +

T

Nr�1
A(r2�r)=2

�
:

Therefore,

jS0j �
�T

Nr�2
Ar2�3r+3 +

T

Nr�1
A(r2+r�2)=2 +

N

A
:

Finally, we take

A = min
n
N2=(r+1)T�2=(r2+r); c2�

�2=((r�1)(r�2));
�
�TN1�r��1=(r2�3r+4)

o
and use (ii) of Lemma 5 to obtain the estimate in the statement of Theorem 6. �

Theorem 6 is a variation of Theorem 1 of Huxley's paper [22] and of the main result

in the paper of Huxley and Sargos [24]. Both of these results are derived from the use of

divided di�erences. The main new ingredient in our approach is in our use of the greatest

common divisor de�ned in Lemma 3. On the other hand, their approaches seem to allow

one to use larger values of �. If needed, one could try to incorporate their ideas to take

advantage of the wider range of �. We chose not to simply because any such improvement

would not strengthen any of the applications given in the Introduction. For the purposes

of the applications given in the Introduction, we should mention that the result of Huxley

and Sargos in [24] can be used to improve on the �rst author's work in [7] but does not

lead to a result as strong as Theorem 4. Also, to obtain Theorem 3, we make additional

use of another result by Huxley in [22] which is of a similar nature to Theorem 6.

Our main aim in establishing Theorem 6 was to allow what we view as the main term

in our estimate for jSj to also be the dominant term for our applications. We view the

main term as T 2=(r2+r)N (r�1)=(r+1). There are other variations of Theorem 6 that can be

obtained by using some parts of the proof and not other parts. For example, under the

same conditions as Theorem 6 but with

� < kTN�(2r2�3r�3)=(2r�3);

one can obtain that

jSj � T 2=(r2+r)N (r�1)=(r+1) +N
�
�TN1�r�1=(r2�3r+4)

+N (2r�4)=(2r�3):

This estimate would su�ce for establishing Theorem 3 but would lead to a weaker result

than Theorem 4. Theorem 6 as it stands will enable us to derive both Theorem 3 and

Theorem 4. Another estimate of this type which follows from our techniques is

jSj � T 2=(r2+r)N (r�1)=(r+1) + �2=(r
2�r)N;

which holds for any �. This last estimate is the main result of Huxley and Sargos in [24].
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3. A Second Result on Fractional Parts

The main result in the previous section involved fairly general conditions on the function

f under consideration. As we mentioned at the beginning of that section, the applications

discussed in the introduction will only make use of the results of this section and the

previous in the case that f(u) = X=us where X is a new parameter and where s is a

positive rational number. This section will involve restricting the function f to functions

of the form f(u) = X=us with s rational. We will make use of the following

Lemma 8. Let ` be a positive integer, and let s 2 Q�f�`;�`+1; : : : ; `�1; `g. Then there

exist homogeneous polynomials P (u; a) and Q(u; a) in Z[u; a] of degree ` with P (0; a) 6� 0

and Q(0; a) 6� 0 and real numbers w1(`; s); w2(`; s); : : : with w1(`; s) 6= 0 such that if

jaj < u, then

(12) (u+ a)sP � usQ =

1X
j=1

wj(`; s)a
2`+jus�`�j:

Proof. The lemma is a consequence of known results about Pad�e approximations. We refer

to [1] to justify the lemma. There is no harm in relaxing the condition that P (u; a) and

Q(u; a) are in Z[u; a] to the condition that P (u; a) and Q(u; a) are in Q[u; a], so we only

concern ourselves with constructing P (u; a) and Q(u; a) in Q[u; a]. For real numbers �, �,
and , with  62 f0;�1;�2; : : : g, we consider the hypergeometric function de�ned by

2F1(�; �; ; z) =

1X
j=0

(�)j(�)j

()j(1)j
zj

where (x)0 = 1 and (x)j = x(x+1)(x+2) � � � (x+j�1) for j a positive integer. In Chapter

2 of [1], the authors describe how to �nd explicit rational functions which approximate the

hypergeometric function

2F1(�; 1; ; z) =

1X
j=0

(�)j

()j
zj:

We take � = �s and  = 1 and note that

(1� z)s = 2F1(�s; 1; 1; z):

In Theorem 1.1.1 of [1], we take L = M = ` and obtain that there exist polynomials p(z)

and q(z) in Q[z] each of degree � ` such that formally

(13) p(z)(1� z)s � q(z) =

1X
j=1

d2`+jz
2`+j

for some real numbers d2`+j . Note that since p(z) and q(z) are polynomials, the series

converges in fz : jzj < 1g. From (1.6) and (1.9) of Chapter 2 of [1], we deduce

(14) p(z) =

0
@Ỳ

j=1

(�s)j
j!

1
A Q`�1

j=1

�
(�s� j)`�j(`� j)!

�
Q`�1

k=1

Q`�1
j=k(`� j + 2k � 1)2

X̀
j=0

(�`)j(s� `)j

(�2`)j(1)j
zj :

14



We take z = �a=u. Then from (13) we deduce

p

�
�a
u

�
(u+ a)s � q

�
�a
u

�
us =

1X
j=1

d2`+j

�
�a
u

�2`+j

us:

Multiplying through by u` and setting

P (u; a) = u`p

�
�a
u

�
and Q(u; a) = u`q

�
�a
u

�
;

we can rewrite the above in the form given in (12). Clearly, P (u; a) and Q(u; a) are in

Q[u; a]. It follows easily from (14) and the conditions in the lemma on s that the coe�cients

of p(z) and, hence, P (u; a) are all non-zero so that P (u; a) is a polynomial of degree ` and

P (0; a) 6� 0. The leading coe�cient of q(z) and w1(`; s) can also be given explicitly. From

(1.9) of Chapter 1 of [1], the coe�cient of z` in q(z) is (�1)` times the determinant of the

(`+1)�(`+1)matrix where the entry in the ith row and jth column is (�s)i+j�2=(1)i+j�2.

From (1.3) and (1.6) of Chapter 2 of [1] (with L = ` and M = ` + 1), we see that this

coe�cient is

(�1)`
0
@`+1Y

j=1

(�s)j�1

(j � 1)!

1
A Q`

j=1

�
(�s� j)`+1�j(`+ 1� j)!

�
Q`

k=1

Q`
j=k(`� j + 2k � 1)2

:

Therefore, the polynomial q(z) and, hence, Q(u; a) is of degree ` and Q(0; a) 6� 0. Similarly,

from (1.11) of Chapter 1 and (1.3) and (1.6) of Chapter 2 of [1], we can deduce an explicit

formula for w1(`; s), noting in particular that w1(`; s) 6= 0. �

Observe that the series on the right-hand side of (13) converges absolutely for z with

jzj < 1. It easily follows that if jaj < u=2 and if r is any positive integer, then

(u+ a)sP � usQ =

r�1X
j=1

wj(`; s)a
2`+jus�`�j +O`;s

�
a2`+rus�`�r

�
:

When referring to Lemma 8, we will make use of the above equation.

Lemma 8 is similar to work done by Huxley and Nair in [23]. It is perhaps interesting

to note that a di�erent approach to establishing the lemma can be given in the case that

s is an integer (which it will be in our applications based on the results in this section);

see the �rst author's [8]. We have chosen the present approach because it is reasonable to

expect future applications when s is not an integer.

Theorem 7. Let k be an integer � 2, and let s 2 Q�f�(k�1);�(k�2); : : : ; k�2; k�1g.
Let � and N be positive real numbers. Let f(u) = X=us, where X is an arbitrary real

number independent of u and � but possibly depending on k, N , and s. Suppose that

Ns � X and � � c3N
�(k�1)
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where c3 = c3(k; s) > 0 is su�ciently small. Set

S = fu 2 Z\ (N; 2N ] : jjf(u)jj < �g:

Then

jSj �k;s X
1=(2k+1)N (k�s)=(2k+1) + �X1=(6k+3)N (6k2+2k�s�1)=(6k+3):

Throughout the remainder of this section, constants may depend on k and s but are

independent of X, N , and �. To establish the result above, we make use of a lemma which

is similar to Lemma 5.

Lemma 9. For some positive constant c4, independent of c3, there exists a set S
0 satisfying

(i) S0 � S,

(ii) jSj � 2k (jS0j+ 1),

and

(iii) any two distinct elements of S0 di�er by more than c4X
�1=(2k�1)N (k+s)=(2k�1).

Proof. Suppose that u, u + a, and u + a + b are all in S with a and b positive integers

� c4X
�1=(2k�1)N (k+s)=(2k�1). We will choose c4 to be su�ciently small. We view u and

a as �xed and b as a variable. We will show that there are � 2k � 2 choices for b. The

lemma will follow by choosing the elements of S0 to be every (2k)th element of S.

Observe that k � 2 and Ns � X imply that a and b are small compared to u. There

are integers m1, m2, and m3 such that f(u) = m1 + O(�), f(u + a) = m2 + O(�), and

f(u+a+b) = m3+O(�). In fact, each of themj are positive since f(t) � 2�jsjXN�s � 2�jsj

for t 2 (N; 2N ] and � � c3N
�(k�1) � c3. For ` a positive integer � k�1, we get by Lemma

8 that there are homogeneous polynomials P`(u; a) and Q`(u; a) in Z[u; a] of degree ` with
P`(0; a) 6� 0 and Q`(0; a) 6� 0 such that

P`(u; a)f(u)�Q`(u; a)f(u+ a) = X
P`(u; a)(u+ a)s �Q`(u; a)u

s

us(u+ a)s
(15)

=
X

us(u+ a)s

1X
j=1

wj(`; s)
a2`+j

u�s+`+j
;

where w1(`; s) 6= 0. We consider the case that ` = k � 1. Since c4 is su�ciently small, the

bound on a above implies that the right-hand side of (15) is < 1=2. On the other hand,

since Pk�1 and Qk�1 are of degree k � 1, we deduce that

Pk�1(u; a)f(u)�Qk�1(u; a)f(u+ a) = Pk�1(u; a)m1 �Qk�1(u; a)m2 +O(�Nk�1):

Observe that the implied constant here depends only on Pk�1 and Qk�1; in particular, the

implied constant does not depend on c3. Now � � c3N
�(k�1) allows us to consider the

error term above to have absolute value < 1=2. Since Pk�1(u; a)m1 �Qk�1(u; a)m2 is an

integer, we now deduce that

(16) Pk�1(u; a)m1 �Qk�1(u; a)m2 = 0:
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An analogous argument gives

Pk�1(u+ a; b)m2 �Qk�1(u+ a; b)m3 = 0

and

Pk�1(u; a + b)m1 �Qk�1(u; a+ b)m3 = 0:

We multiply the �rst of these last two equations by Qk�1(u; a + b) and the second by

�Qk�1(u+ a; b) and add to obtain

(17) Pk�1(u+ a; b)Qk�1(u; a+ b)m2 � Pk�1(u; a+ b)Qk�1(u+ a; b)m1 = 0:

Recall that we are viewing u and a as being �xed so that m1 and m2 are �xed. Also,

Pk�1(0; b) 6� 0 and Qk�1(0; b) 6� 0. On the other hand, the left-hand side of (17) is a

polynomial of degree� 2k�2 in b and the term involving b2k�2 is Pk�1(0; b)Qk�1(0; b)(m2�
m1). Now, we claim that m2 �m1 6= 0. Assume m2 �m1 = 0. Then (16) implies that

Pk�1(u; a) = Qk�1(u; a) so that

Pk�1(u; a)f(u)�Qk�1(u; a)f(u+ a)

= Qk�1(u; a)f(u)�Qk�1(u; a) (f(u) + af 0(u)(1 + o(1)))

� Qk�1(u; a)aXN�(s+1) � akXN�(s+1);

where the implied constants are independent of c4. The bound on a now implies that (15)

with ` = k � 1 cannot hold, giving a contradiction. Thus, we get that m2 �m1 6= 0 and

(17) represents a polynomial in b of degree 2k � 2. This gives that there are � 2k � 2

positive integers b as above, completing the proof of the lemma. �

We set

R = c4X
�1=(2k�1)N (k+s)=(2k�1):

It follows from X � Ns and Lemma 9 that

jSj �
N

R
+ 1� X1=(2k�1)N (k�s�1)=(2k�1) � X1=(2k+1)N (k�s)=(2k+1) if X � N (2s+1)=2:

Therefore, to establish Theorem 7, we need only consider X > N (2s+1)=2, and we do so.

For each positive integer a, we de�ne

T (a) = fu : u and u+ a are consecutive elements in S0g

and

t(a) = jT (a)j:

Then

jS0j � 1 +

1X
a=1

t(a):
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Condition (iii) of Lemma 9 implies

1X
a=1

t(a) =
X
a>R

t(a):

Observe that for any A, we also have that

N �
1X
a=1

at(a) � A
X
a>A

t(a)

so that X
a>A

t(a) � N=A:

We will obtain an estimate for
P

R<a�A t(a), and then choose A appropriately. To help

achieve such an estimate we establish the following result.

Lemma 10. Let a 2 (R;A] with

(18) A � N2=3:

Let I � (N; 2N ] with

jIj � c5X
�1Nk+s+1a�(2k�1);

where c5 is a su�ciently small positive constant. Of every 3 consecutive elements in

T (a) \ I, there are 2 consecutive elements that di�er by

� X�1=3N (k+s+1)=3a�(2k�3)=3:

Proof. Suppose that u and two additional elements u + b and u + b + d are in T (a) \ I

with b and d positive. Since a 2 (R;A], we obtain from (18) that a � N2=3. Also, a > R

so that the bound on jIj in the lemma is smaller than any given constant multiple of N .

We deduce that

maxfb; dg � c6N;

where c6 > 0 is su�ciently small. Let m1 and m2 be as de�ned in the proof of Lemma 9,

and letm4, m5, m6, andm7 be integers with f(u+b) = m4+O(�), f(u+a+b) = m5+O(�),

f(u+ b+ d) = m6 +O(�), and f(u+ a+ b+ d) = m7 +O(�). We de�ne

F (u; a) = Pk�2(u; a)f(u)�Qk�2(u; a)f(u+ a);

W =W (u; a; b; d) = dF (u; a)� (b+ d)F (u+ b; a) + bF (u+ b+ d; a);

and

V = d (Pk�2(u; a)m1 �Qk�2(u; a)m2)

� (b+ d) (Pk�2(u+ b; a)m4 �Qk�2(u+ b; a)m5)

+ b (Pk�2(u+ b+ d; a)m6 �Qk�2(u+ b+ d; a)m7) :
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From (15) with ` = k � 2, we can deduce that

@jF

@uj
(u; a) � a2k�3XN�(s+k�1+j) for j 2 f0; 1; 2; 3g:

We may view W=(bd(b+ d)) as a second order divided di�erence of the function F (u; a).

The Mean Value Theorem and Lemma 2 now imply

W � bd(b+ d)
@2F

@u2
(u; a):

Note that since u and u+a are consecutive elements of S0 and u+b is in S0, then b � a > R.

Similarly, d � a > R. We deduce that

jW j � a2k�3bd(b+ d)XN�(k+s+1) � R2k�1(b+ d)XN�(k+s+1) � (b+ d)N�1;

where we note that this last implied constant depends on c4. Since Pk�2(u; a) and

Qk�2(u; a) are homogeneous polynomials of degree k � 2, we get that

Pk�2(u; a)m1 �Qk�2(u; a)m2 = F (u; a) +O(�Nk�2);

Pk�2(u+ b; a)m4 �Qk�2(u+ b; a)m5 = F (u+ b; a) +O(�Nk�2);

and

Pk�2(u+ b+ d; a)m6 �Qk�2(u+ b+ d; a)m7 = F (u+ b+ d; a) +O(�Nk�2):

It follows that

V =W +O
�
(b+ d)�Nk�2

�
:

Note that this last implied constant is independent of � and, hence, c3. By the lower

bound for jW j above and the fact that � � c3N
�(k�1), we get that (with c3 su�ciently

small compared to c4) the error term in this last expression is smaller in absolute value

than jW j=2. In particular, this means that V 6= 0. On the other hand, by de�nition, V is

an integer. Thus, (3=2)jW j � 1 so that

a2k�3bd(b+ d)� X�1Nk+s+1:

It follows that one of b or d is � X�1=3N (k+s+1)=3a�(2k�3)=3, completing the proof. �

Proof of Theorem 7. We choose

A = X�1=(2k+1)N (k+s+1)=(2k+1):

Observe that (18) holds since X � Ns. Let I � (N; 2N ] as in Lemma 10. We will obtain

an upper bound for jT (a) \ Ij. We denote 2 elements of T (a) \ I by u and u + b. In
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particular, the length of I is an upper bound for b. With m1, m2, m4, and m5 as before,

we de�ne

G(u; a) = Pk�1(u; a)f(u)�Qk�1(u; a)f(u+ a);

W 0 = G(u; a) �G(u+ b; a);

and

V 0 = (Pk�1(u; a)m1 �Qk�1(u; a)m2)� (Pk�1(u+ b; a)m4 �Qk�1(u+ b; a)m5) :

One gets from (15) that

W 0 �
a2k�1bX

Nk+s+1
;

where the implied constant is independent of c5. Also,

V 0 =W 0 +O
�
�Nk�1

�
:

Since c5 is su�ciently small and

b � jIj � c5X
�1Nk+s+1a�(2k�1);

we get that both of the terms in the expression for V 0 above have absolute value < 1=2 so

that V 0 = 0. Thus, W 0 � �Nk�1 so that b� �X�1N2k+sa�(2k�1). In other words, there

is a sub-interval J of I with

jJ j � �X�1N2k+sa�(2k�1)

such that u and u+b are in J . Recall that u and u+b are any 2 elements of T (a)\I. From
Lemma 10, of every 3 consecutive elements in T (a) \ I, there are 2 consecutive elements

that di�er by

� X�1=3N (k+s+1)=3a�(2k�3)=3:

We deduce

jT (a) \ Ij �
jJ j

X�1=3N (k+s+1)=3a�(2k�3)=3
+ 1� �X�2=3N (5k+2s�1)=3a�4k=3 + 1:

From the beginning of the proof of Lemma 10, the upper bound on jIj given in Lemma 10

is < N . Accounting for the number of such intervals I needed to obtain all of (N; 2N ], we

get that

jT (a)j �
N

X�1Nk+s+1a�(2k�1)

�
�X�2=3N (5k+2s�1)=3a�4k=3 + 1

�

� �X1=3N (2k�s�1)=3a(2k�3)=3 +XN�(k+s)a2k�1:
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Thus, X
R<a�A

t(a)� �X1=3N (2k�s�1)=3
X

1�a�A
a(2k�3)=3 +XN�(k+s)

X
1�a�A

a2k�1

� �X1=3N (2k�s�1)=3A2k=3 +XN�(k+s)A2k:

Our choice of A now gives

jSj � 1 +

1X
a=1

t(a)� �X1=(6k+3)N (6k2+2k�s�1)=(6k+3) +X1=(2k+1)N (k�s)=(2k+1):

This is the desired result. �

4. Gaps Between k�free Numbers

In this section, we show how to establish Theorem 1 from Theorem 7. Fix an integer

k � 2. To establish both parts of Theorem 1, it su�ces to consider h = x1=(2k+1)(log x)g(x)

where either g(x) = c with c a su�ciently large constant or g(x) is an increasing function

which tends to in�nity with x and g(x) � log x for all x. All constants (implied or

otherwise) other than c are independent of c. We also consider x to be a su�ciently large

real number. The letter p shall be used for primes. We set z = log log x. Then a simple

sieve of Eratosthenes argument gives that the number of integers in (x; x+h] not divisible

by pk for some p � z is

h
Y
p�z

�
1�

1

pk

�
+O(log x) = h

Y
p

�
1�

1

pk

�
+O(h=z) +O(log x) =

h

�(k)
+ o(h):

It therefore su�ces to show that the number of integers in (x; x + h] divisible by pk for

some p > z is less than "h for any prescribed " = "(k) in the case g(x) = c and is o(h) in

the case g(x) increases to in�nity.

The number of integers in (x; x+ h] divisible by pk for some p > z is bounded above byX
z<p�2x1=k

Mp;

where for any integer u, Mu denotes the number of integers in (x; x + h] divisible by uk.

We use that limx!1 �(x)=(x=
p
log x) = 0 where �(x) is the number of primes � x (an

easy consequence of a Chebyshev estimate for �(x)). We break up the sum above into 2

sums
P

1 and
P

2, whereX
1
=

X
z<p�hplog x

Mp

�
X

z<p�hplog x

��
h

pk

�
+ 1

�
�
X
p>z

h

p2
+O

�
�
�
h
p
log x

��
= o(h)
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and X
2
=

X
h
p
log x<p�2x1=k

Mp �
X

h
p
log x<u�2x1=k

Mu;

with u running over the integers rather than the primes in the last sum. We now need

only show that this last sum is less than "h=2 in the case g(x) = c and is o(h) in the case

g(x) increases to in�nity.

Note that with u > (h
p
log x)=2, we get that Mu = 0 or 1 and that Mu = 1 precisely

when there is an integer m such that muk 2 (x; x+ h]. Let

S(t1; t2) = fu 2 (t1; t2] : Mu = 1g :

Observe that

(19)
X

h
p
log x<u�2x1=k

Mu �
rX

j=0

jS(2�jx1=k ; 2�j2x1=k)j

where r is chosen so that

2r �
x1=k

h
p
log x

> 2r�1:

We consider u in S(N; 2N) where h
p
log x � 2N � 2x1=k. Let m denote the integer for

which muk 2 (x; x+ h]. Then

x

uk
< m �

x

uk
+

h

uk
:

We set f(u) = x=uk and � = 2hN�k. Then

jjf(u)jj < �:

We take X = x and s = k and apply Theorem 7 to deduce that

jS(N; 2N)j � x1=(2k+1) + hx1=(6k+3)N�1=3:

By considering N = 2�jx1=k and summing in (19), we deduce that

X
h
p
logx<u�2x1=k

Mu � x1=(2k+1) log x+
hp
log x

:

For c su�ciently large and g(x) = c, we obtain
P

2 � "h=2, and for g(x) increasing to

in�nity, we obtain
P

2 = o(h). Thus, Theorem 1 follows.
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5. The Gap Problem for Finite Abelian Groups

In this section, we establish Theorem 2 using Theorem 1 (with k = 2) and, hence, using

indirectly Theorem 7. Thus, we are interested in the problem of determining an h = h(x)

as small as possible such that for every su�ciently large x, the interval (x; x+ h] contains

Pkh + o(h) elements from Ak for some constant Pk. In the case that k = 1, the set Ak

is the set of squarefree numbers so one cannot in general expect to obtain a result better

than h = x1=5(log x)g(x), for every function g(x) increasing to in�nity, without improving

on Theorem 1. The main purpose of this section is to show that, in fact, the general

problem here is equivalent to the gap problem for squarefree numbers. Observe, however,

that Theorem 8 below is su�cient for establishing Theorem 2.

In Theorems 8 and 9 below, we make use of intervals of the form (x; x + h] with a

condition that h � cx� for some constant c; we note here that this is done for convenience

and the role of cx� may be replaced by x� log x or x�g(x) for any function g(x) increasing

to in�nity.

Theorem 8. Let � 2 (0; 1). Suppose that there is a constant c7 > 0 such that if h is

a function of x with h � c7x
�, then the number of squarefree numbers in the interval

(x; x+ h] is
6

�2
h+ o(h)

as x approaches in�nity. Let w(n) be a multiplicative function for which w(p) = 1 for

every prime p, and let g(x) be an arbitrary function which tends to in�nity with x. Let k

be a positive integer. If h = x�g(x), then the number of integers n in the interval (x; x+h]

for which w(n) = k is

Pkh+ o(h)

where Pk depends only on k and w.

To prove the theorem, we will consider a number � > 0. Unless stated otherwise, all

implied constants below may depend on k and w but will be independent of �. When

referring to h, we shall suppose h = x�g(x) with g(x) as in the theorem.

Lemma 11. Let � > 0, and let N = N(�) be a su�ciently large positive integer. Let

S2 = fn 2 (x; x+ h] : there is a p � N such that pN jng:

Then jS2j � �h.

Proof. Since

jS2j �
X
p�N

��
x+ h

pN

�
�
�
x

pN

��
�
X
p�N

�
h

pN
+ 1

�
=

0
@X

p�N

1

pN

1
Ah+O(N) �

Nh

2N
+O(N);

the lemma easily follows. �
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Lemma 12. Suppose the conditions in Theorem 8 hold. Let � > 0. Let N = N(�) be a

su�ciently large positive integer. Set

P = P (N) =
Y
p�N

pN and Q = Q(N) =
Y
p�N

pN�1:

Let

S1 = fn 2 (x; x+ h] : p2jn for some p > N; and gcd(n; P )jQg:

Then jS1j � �h.

Proof. Observe that every integer n 2 S1 can be written in the form ab where a and b are

relatively prime integers such that (i) if p � N and pja, then p2 - a, and (ii) bjQ and b is

squarefull. It follows that if n 2 S1, then n = ab 2 (x; x + h] for some relatively prime

integers a and b as in (i) and (ii), with some prime p > N satisfying p2ja. For such a

and b, we have that a is in the interval I = ((x=b); (x=b) + (h=b)]. From the conditions in

Theorem 8, we deduce that the number of squarefree numbers in I is 6h=(b�2) + o(h=b).

On the other hand, a simple sieve argument gives that the number of integers in I which

are not divisible by p2 for every prime p � N is

Y
p�N

�
1�

1

p2

�
h

b
+O

�
2N
�
=

6h

�2b
+O

�
h

bN

�
+O

�
2N
�
:

Therefore, the number of integers a in I which satisfy (i) and which are divisible by the

square of a prime > N is

O

�
h

bN

�
+O

�
2N
�
+ o(h=b):

Since

X
b squarefull, bjQ

1

b
=
Y
p�N

�
1 +

1

p2
+

1

p3
+ � � � +

1

pN�1

�
�
Y
p�N

�
1 +

1

p(p� 1)

�
� 1

where the implied constant is absolute, we deduce

jS1j � O

�
h

N

�
+O

�
2NQ

�
+ o(h)� �h:

The lemma now follows. �

Proof of Theorem 8. Let B be the set of integers n for which w(n) = k. Let � > 0, and

de�ne N as in Lemma 11 and Lemma 12. Consider the set T of integers n in the interval

(x; x+ h] that satisfy

(20) n � md (mod P ) for some d 2 B and m 2 Z such that djQ and gcd(m;Q) = 1:

Thus, n 2 (x; x+ h] is in T if and only if for some d 2 B dividing Q we have djn and the

prime divisors of n=d are > N . Let � = �(N) denote the number of md 2 [1; P ] as in (20).
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Then the number of such n 2 T is �h=P + O(P ). Since w(p) = 1 for all primes p and w

is multiplicative, we have that if n 2 T and n 62 B, then n 2 S1. On the other hand, if

n 62 T and n 2 B, then n 2 S1 [ S2. In other words,

jfn 2 (x; x+ h] : n 2 Bgj =
�(N)

P (N)
h+O(P (N)) +O(jS1j) +O(jS2j):

Since N is �xed, it is clear that P (N)� �h. Thus, Lemma 11 and Lemma 12 imply

jfn 2 (x; x+ h] : n 2 Bgj = �(N)

P (N)
h +O(�h):

It follows that

lim sup
x!1

jfn 2 (x; x+ h] : n 2 Bgj
h

=
�(N)

P (N)
+O(�)

and

lim inf
x!1

jfn 2 (x; x+ h] : n 2 Bgj
h

=
�(N)

P (N)
+O(�):

The above holds for any � > 0 and any su�ciently large �xed integer N . Therefore,

lim sup
x!1

jfn 2 (x; x+ h] : n 2 Bgj
h

� lim inf
x!1

jfn 2 (x; x+ h] : n 2 Bgj
h

= 0

so that limx!1(jfn 2 (x; x+ h] : n 2 Bgj=h) exists, and the theorem follows. �

Theorem 9. Let w be a multiplicative function satisfying

(i) the range of w is contained in the positive integers,

(ii) w(p) = 1 if p is a prime,

(iii) w(pe+1) > w(pe) for every prime p and every positive integer e,

(iv) w(pe) where p is a prime and e is a positive integer depends only on e and not on

p, and

(v) the set of primes dividing some value of w(n) as n varies over the positive integers

is in�nite.

Let � 2 (0; 1). Suppose there exists a k0 and constants c8 = c8(k) > 0 and Pk such that if

k is a positive integer � k0 and h is a function of x for which h � c8x
� for all x su�ciently

large, then the number of integers n 2 (x; x + h] for which w(n) = k is Pkh + o(h). Then

for every h � 2c8x
�, the number of squarefree numbers in (x; x+ h] is (6=�2)h+ o(h).

Lemma 13. Suppose w is a multiplicative function satisfying (i) through (v). Then there

exist integers f and k with minff; kg arbitrarily large such that if n is a positive integer

for which w(n) = k, then n has a unique representation in the form ab where a = pf with

p prime and where b is a squarefree number relatively prime to p.

Proof. Conditions (iv) and (v) imply that for any �xed prime p, the set of primes dividing

w(pe) as e varies over the positive integers is in�nite. In particular, by considering a
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su�ciently large prime dividing some w(pe) and �xing f to be the minimal positive integer

for which the prime divides w(pf ), we get that there is an arbitrarily large f such that

w(pf ) is divisible by some prime which does not divide
Q

j<f w(p
j). Let k = w(pf ).

Observe that if p1; : : : ; pr are distinct primes and e1; : : : ; er are integers � 2 for which

w(pe11 � � � perr ) = k, then w(pe11 ) � � �w(perr ) = k so that the minimality condition on f and

(i) through (iii) imply r = 1 and e1 = f . In other words, if a is squarefull and w(a) = k,

then a = pf for some prime p. The result of the lemma easily follows. �

Lemma 14. Let w be as in Theorem 9. Let � > 0. Let f and k be as in Lemma 13 with

(3=2)f > 1=� and k � k0. Then

2fPk =
4

�2
+O(�):

Proof. For h � c8x
�, the number of integers n 2 (x; x+h] for which w(n) = k is Pkh+o(h).

In particular, this is true for h = x. A simple sieve argument gives that the number of

integers in (x; 2x] of the form 2fm where m is an odd squarefree number is (4=�2)(x=2f )+

o(x). For each prime p, the number of integers in (x; 2x] divisible by pf is � x=pf . Since

f and k are as in Lemma 13, we deduce that the number of integers n 2 (x; 2x] for which

w(n) = k is

Pkx+ o(x) =
4

2f�2
x+ o(x) +O

0
@X

p�3

x

pf

1
A =

4

2f�2
x+ o(x) +O

� x

3f

�
:

The result now follows from the inequality (3=2)f > 1=�. �

Lemma 15. Under the conditions in Lemma 14 and with f � 1=�, if h � c8x
�, then the

number of integers n 2 (2fx; 2f (x+ h)] for which w(n) = k and 2f - n is � �h.

Proof. The condition f � 1=� implies that if a multiple of pf occurs in (2fx; 2f (x + h)],

then p � 3x1=f � 3x�. The number of integers in (2fx; 2f (x + h)] divisible by pf is

� 2fh=pf +1. Hence, the number of integers n 2 (2fx; 2f (x+h)] for which w(n) = k and

2f - n is

�
X

3�p�3x�

�
2fh

pf
+ 1

�
�

2fh

3f
+ �(3x�):

Since �(3x�) = o(h), the result follows from the inequality (3=2)f > 1=�. �

Lemma 16. Under the conditions in Lemma 15, if h � c8x
�, then the number of integers

n 2 (2fx; 2f (x+ h)] for which w(n) = k and 2f jn is 4h=�2 +O(�h).

Proof. By the conditions in Theorem 9 and by Lemma 14, the number of integers n 2
(2fx; 2f (x + h)] for which w(n) = k is 2fPkh + o(h) = 4h=�2 + O(�h). The result now

follows from Lemma 15. �
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Lemma 17. Let h > 0. The number of squarefree integers in (x; x + h] is equal to the

number of odd squarefree integers in (x=2; (x + h)=2] plus the number of odd squarefree

integers in (x; x+ h].

The proof of Lemma 17 is immediate since each even squarefree number in (x; x + h]

is of the form 2n where n 2 (x=2; (x + h)=2], n is odd, and n is squarefree. We are now

ready to establish Theorem 9.

Proof of Theorem 9. Let � be an arbitrary number > 0, and choose f and k as above.

The number of odd squarefree integers in (x; x + h] is equal to the number of integers

n 2 (2fx; 2f (x+ h)] for which w(n) = k and 2f jn. By Lemma 16, this is 4h=�2 +O(�h).

Observe that h � 2c8x
� implies h=2 � c8(x=2)

�. We deduce from a second application of

Lemma 16 that the number of odd squarefree integers in (x=2; (x+h)=2] is 2h=�2+O(�h).

The theorem follows from Lemma 17. �

Corollary. Let Ak be as de�ned in Theorem 2. Let � 2 (0; 1), and let k0 � 1. Then the

following are equivalent:

(i) For every function u(x) which increases to in�nity with x, the interval (x; x + h]

contains (6=�2)h+ o(h) squarefree numbers, where h = h(x) = x�u(x).

(ii) For every integer k � k0 and every function u(x) which increases to in�nity with x,

the interval (x; x + h] contains Pkh + o(h) elements of Ak, where h = h(x) = x�u(x) and

Pk is some constant depending only on k.

From a theorem of Schinzel (cf. [4], [43]), the unrestricted partition function p(m) is

such that the set

fp : p is a prime dividing p(m) for some positive integer mg

is in�nite. The corollary follows from Theorem 8 and Theorem 9 upon noting that if n =

pe11 � � � perr where p1; : : : ; pr are distinct primes and where e1; : : : ; er are positive integers,

then a(n) = p(e1)p(e2) � � � p(er) (cf. [20, p. 115]). As we noted at the beginning of this

section, the role of x� may be replaced by x� log x (as is the case when deriving Theorem

2 from Theorem 1) or by x�g(x) for any function g(x) increasing to in�nity with x.

6. Gaps Between Squarefull Numbers

In this section, we show how to obtain Theorem 3 by combining Theorem 6 with a result

of Huxley [22]. An important contribution to this problem was made by Heath-Brown [19]

and later observed independently by Liu [33]. We summarize this basic contribution with

the following lemma.

Lemma 18. Let x be su�ciently large, and let � 2 (0; 1=2). Let w be an arbitrary positive

real number. Let h = x(1=2)+�. Then for some su�ciently small � = �(�) > 0,

Q(x+ h)�Q(x) =
�(3=2)

2�(3)
x�
�
1 +O

�
x��

��
+O(S1) +O(S2)
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where

S1 = S1(w) =
X

x���<n�w

 "
3

r
x+ h

n2

#
�
�

3

r
x

n2

�!

and

S2 = S2(w) =
X

x���<n�2x1=3w�2=3

 "r
x+ h

n3

#
�
�r

x

n3

�!
;

where in the de�nition of S1 and S2, [�] represents the greatest integer function.

Proof. Observe that every squarefull number can be represented uniquely in the form a2b3

with b squarefree. Furthermore, if a2b3 � x+h � 2x, then either a � w or b � 2x1=3w�2=3.

The number of squarefull numbers of the form a2b3 2 (x; x+ h] with a � x��� isX
x<a2b3�x+h

a�x���; b squarefree

1 �
X

a�x���

X
x=a2<b3�(x+h)=a2

1

�
X

a�x���

 "
3

r
x+ h

a2

#
�
�

3

r
x

a2

�!

�
X

a�x���

�
(x+ h)1=3 � x1=3

a2=3

�
+ O

�
x���

�

�
X

a�x���

�
hx�2=3

a2=3

�
+ x���

� hx�2=3
�
x���

�1=3
+ x���

� x���:

It follows that the number of squarefull numbers of the form a2b3 2 (x; x+ h] with a � w

is O(S1) + O
�
x���

�
. Note that this also serves as an upper bound on the number of

squarefull numbers of the form a2b3 2 (x; x+h] for which both a � w and b � 2x1=3w�2=3

hold.

Now, we combine S2 with an estimate for the number of squarefull numbers of the form

a2b3 2 (x; x+ h] with b � x���. ObserveX
x<a2b3�x+h

b�x��� ; b squarefree

1 =
X

b�x���

b squarefree

X
x=b3<a2�(x+h)=b3

1

=
X

b�x���

b squarefree

�
(x+ h)1=2 � x1=2

b3=2

�
+ O

�
x���

�

=
X

b�x���

b squarefree

�
x�

2b3=2

�
+ O

�
x���

�
:

28



It is easy to see that

X
b squarefree

1

b3=2
=
Y
p

�
1 +

1

p3=2

�
=
Y
p

�
1� 1

p3

�Y
p

�
1� 1

p3=2

��1

=
�(3=2)

�(3)
:

One easily deduces that the number of squarefull numbers of the form a2b3 2 (x; x + h]

with b � x��� is �(3=2)x�=(2�(3)) +O
�
x���

�
. Hence, the number of squarefull numbers

of the form a2b3 2 (x; x+ h] with b � 2x1=3w�2=3 is

�(3=2)

2�(3)
x� +O(S2) +O

�
x���

�
;

and the lemma follows. �

We now estimate S1 and S2 with an appropriate choice for w. We take w = x3=13. By

subdividing the interval (x; x + x(1=2)+� ] into smaller subintervals if necessary, it su�ces

to consider � = (5=39) + � where � is a su�ciently small positive constant. To obtain our

result, we consider � < � and show that

S1(w)� x5=39 log x and S2(w)� x5=39 log x:

To estimate S1(w) and S2(w), we de�ne

(21) T1(N) =
X

N<n�2N

 "
3

r
x+ h

n2

#
�
�

3

r
x

n2

�!
for x��� � N � w=2

and

(22) T2(N) =
X

N<n�2N

 "r
x+ h

n3

#
�
�r

x

n3

�!
for x��� � N � x1=3w�2=3:

Observe that T1(N) is the number of positive integral pairs (a; b) for which a2b3 2 (x; x+h]

and N < a � 2N , and observe that T2(N) is the number of such pairs (a; b) for which

a2b3 2 (x; x + h] and N < b � 2N . Straight forward calculations (cf. [12]) show that

in fact for each a 2 (N; 2N ] with N as in (21), there is at most one b such that a2b3 2
(x; x + h]; also, for each b 2 (N; 2N ] with N as in (22), there is at most one a such that

a2b3 2 (x; x + h]. In other words, T1(N) is simply the number of a 2 (N; 2N ] for which

a2b3 2 (x; x+ h] holds for some integer b, and T2(N) is simply the number of b 2 (N; 2N ]

for which a2b3 2 (x; x+ h] holds for some integer a. If a2b3 2 (x; x+ h], then

3

r
x

a2
< b � 3

r
x+ h

a2
= 3

r
x

a2
+O

�
x��(1=6)N�2=3

�
:

Thus,

(23)

����
���� 3
r

x

a2

����
����� x��(1=6)N�2=3:
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Therefore, T1(N) is bounded by the number of a 2 (N; 2N ] satisfying (23). Similarly,

T2(N) is bounded by the number of b 2 (N; 2N ] satisfying

(24)

����
����
r

x

b3

����
����� x�N�3=2:

The results of this paper are used only in estimating T2(N); for T1(N) we appeal to

Theorem 3 of Huxley's [22]. We use Theorem 6 with r = 3 and f(u) =
p
x=u3=2 to estimate

T2(N). In Theorem 6, we can take T =
p
xN�3=2. With w = x3=13, the value of N in

(22) is bounded above by x7=39. Also, our lower bound on � above and our choice of �

imply that N � x5=39. From (24), we see that we can take the value of � in Theorem 6

(which is di�erent from our use of � above) to be O(x�N�3=2). The conditions of Theorem

6 are now met. From Theorem 6, we get T2(N)� x5=39. Observe that by subdividing the

sum in the de�nition of S2 into sums of the form given by T2(N), we easily deduce that

S2(w)� x5=39 log x.

We do not elaborate on Huxley's Theorem 3 from [22], but note it is a result similar in

nature to our Theorem 6. Using the notation there, we set F (x) = (x+1)�2=3, L =M = N ,

� � x��(1=6)N�2=3 (so that (23) holds), T = x1=3N�2=3, and � = x1=3N�8=3. One deduces

that T1(N)� x5=39 and S1(w)� x5=39 log x, completing the proof of Theorem 3.

7. The Distribution of Gaps Between Squarefree Numbers

In this section and the next, we will deal with gaps between k�free numbers. This

section will speci�cally treat the case k = 2, but it is convenient �rst to describe some

of the background for general k. Let s1; s2; : : : denote the k�free numbers in ascending

order. We will be interested in the problem of determining  for which

(25)
X

sn+1�x
(sn+1 � sn)

 � B(; k)x

where B(; k) is a constant depending only on  and k. It is slightly more convenient to

deal with establishing

(26)
X

x=2<sn+1�x
(sn+1 � sn)

 �
B(; k)

2
x

which is a necessary and su�cient condition for (25) to hold. Furthermore, for each k, we

will restrict our attention to  � 3 since  2 [0; 3] can be dealt with as in Hooley [21].

One can show without the use of di�erences how to handle \small" gaps between k�free
numbers. More speci�cally, the following holds.

Lemma 19. Let  2 [3; 3k � 2), and let

0 < � < min

�
2(k � 1)

(2k + 1)( � 1)
;

k � 1

(k + 1) � (k + 3)

�
=

8>><
>>:

2(k � 1)

(2k + 1)( � 1)
if  � 5

k � 1

(k + 1) � (k + 3)
if  > 5:
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Then X
x=2<sn+1�x
sn+1�sn�x�

(sn+1 � sn)
 � B0(; k)x

for some constant B0(; k).

We omit the proof of this lemma. This lemma for k = 2 is based on Lemma 1 of

[7] together with an application of a result of Mirsky [34]; the result by Mirsky aids in

establishing the lemma in the same manner as it has been applied to help establish (25)

since Erd}os [3]. For general k, the proof is essentially the same but requires replacing

certain estimates for the squarefree case with the corresponding estimates for the k�free
case. The estimates for the k�free case were obtained by Graham and given in Lemma 3

and Lemma 4 of his paper [15].

The idea now is to deal with larger gaps between k�free numbers. Observe that by

Theorem 1, every gap between k�free numbers in (x=2; x] has length � cx1=(2k+1) log x

for some constant c = c(k). We will take � as in Lemma 19 and attempt to show that

X
x=2<sn+1�x

x�<sn+1�sn�cx1=(2k+1) log x

(sn+1 � sn)
 = o(x):

Thus, (26) will follow from Lemma 19 with B0(; k) = B(; k)=2.

Fix � as in Lemma 19, and let T be such that x� � T � cx1=(2k+1) log x. We will

estimate the size of
P

T<t�2T Nt where Nt is the number of n for which x=2 < sn+1 � x

and sn+1�sn = t. We are really interested in sums of the form
P

T<t�2T Ntt
 , so we note

that there is an obvious relation between these sums, namely

T 
X

T<t�2T

Nt �
X

T<t�2T

Ntt
 � (2T )

X
T<t�2T

Nt:

To estimate
P

T<t�2T Nt, we establish a connection between this sum and S(x;X; T ) which

we de�ne as the number of 4�tuples (p1; p2; `1; `2) with p1 and p2 primes and `1 and `2
positive integers satisfying `2p

k
2 > `1p

k
1 , X < pi � 2X for each i 2 f1; 2g, and for some

I � [x=2; x] with jIj � 2T , `ip
k
i 2 I for each i 2 f1; 2g.

Observe that in a given gap of length t 2 (T; 2T ] between k�free numbers, the number
of integers divisible by some pk with p � (1=10)T log T is

�
X

p�(1=10)T log T

�
t

pk
+ 1

�
< t

 1X
n=2

1

n2

!
+ � ((1=10)T log T ) <

3

4
t:

Thus, each gap of size t 2 (T; 2T ] between consecutive k�free numbers contains at least
t=4 > T=4 integers which are divisible by some pk with p > (T=10) log T . To deal with

the primes > (T=10) log T , we let r be the greatest integer � log x and consider Xj =

2j�1(T=10) log T for j 2 f1; 2; : : : ; rg. Thus, we are interested in primes p belonging to
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some interval (Xj ; 2Xj ]. Suppose I = (sn; sn+1) for some n with x=2 < sn+1 � x and with

jIj 2 (T; 2T ]. For j 2 f1; 2; : : : ; rg, de�ne

Yj = Yj(I) =
��fm 2 I : there exists a prime p 2 (Xj ; 2Xj ] such that pkjmg

�� :
Observe that

Y1 + Y2 + � � � + Yr � T=4:

Let � > 0 be �xed (depending on k and �) but su�ciently small, and note that

1X
j=1

(1 + �)�j =
1

�
:

Then there is a j = j(I) = j(I; �) 2 f1; : : : ; rg such that

(27) Yj �
�

4
(1 + �)�jT:

We view x as being su�ciently large so that in particular T � x� implies Yj � 2.

We now consider a �xed j 2 f1; : : : ; rg and estimate the number of intervals I =

(sn; sn+1) with x=2 < sn+1 � x, jIj 2 (T; 2T ], and j(I) = j. By (27), each such I

contributes at least
�
Yj
2

�
�� (1 + �)�2jT 2 di�erent 4�tuples (p1; p2; `1; `2) counted by

S(x;Xj ; T ). Thus,

(28)
X

T<t�2T

Nt ��

rX
j=1

S(x;Xj ; T )

T 2
(1 + �)2j :

Hence, we can bound the left-hand side of (28) by bounding S(x;X; T ). This leads to our

next lemma.

Lemma 20. For X � (1=10)T log T ,

S(x;X; T )�
xT

X2k�2 log2X
+

TX2

log2X

and

S(x;X; T )�
x

Xk�1 logX
:

For the case k = 2, the �rst of these estimates is contained in [7] and the second is

contained in [21]. For general k, these estimates can be found in [15]. We note that these

estimates are necessary in the approach we discussed for establishing Lemma 19.

In this section and the next, we will make use of two di�erent ideas depending on

whether k = 2 or k � 3. We are ready now to restrict ourselves in this section to the

case k = 2. We will follow the strategy given in [7] which makes use of di�erences to show

that for intervals I with jIj � x� as above, j(I) must be large. There are di�culties that

arise in trying a direct generalization of this idea for general k to make an improvement
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on the work of Graham in [15]. On the other hand, it is worth noting here that in the next

section, the new idea we will present alleviates these di�culties. Nevertheless, we will not

pursue generalizing here the ideas in this section to k�free numbers as the authors feel

that any resulting improvement would be minor.

Let k = 2. To prove Theorem 4, we �x  < 43=13. Then in Lemma 19, we can take

� > 13=75. Fixing � as such, we consider an interval I = (sn; sn+1) with jIj = t 2 (T; 2T ]

where T � x�. Let X � (T=10) log T . De�ne

Y (I) =
��fm 2 I : there exists a prime p 2 (X; 2X] such that p2jmg

�� :
Since X � (T=10) log T , we have that for each p 2 (X; 2X], there is at most one m 2 I

such that p2jm. It is clear then that Y (I) � jS(I)j where

S(I) = fu 2 (X; 2X] \Z : there exists an integer m 2 I such that u2jmg:

Let � > 0 be su�ciently small and independent of �. Our immediate goal is to show that

(29) jS(I)j � T 1�� for x� � T � x0:22 and (T=10) log T � X � T 15=13

so that the corresponding bound on Y (I) holds. Fix y 2 I � (x=4; x], and observe that if

u 2 S(I), then ������ y
u2

������ < jIj
u2

� 2TX�2:

We are ready to apply Theorem 6; however, we note that T has another meaning in the

statement of Theorem 6, so for convenience here we will refer to T in Theorem 6 as T 0 (and
�x the use of T as in the discussion above). We take f(u) = y=u2 and � = 2TX�2. Here,

N = X and T 0 = yX�2. We consider two cases in (29) depending on whether T � x0:186

or T < x0:186. In the �rst case, one easily checks that the bound in (29) follows from

Theorem 6 with r = 4; in the second case, the bound in (29) follows from Theorem 6 with

r = 5. Hence, (29) holds.

From (29), we have that Y (I)� T 1�� if x� � T � x0:22 and (T=10) log T � X � T 15=13 .

Fix T satisfying x� � T � x0:22. Then with j = j(I), we must haveXj > T 15=13; otherwise,

Yj(I)� T 1�� would hold, which contradicts (27). Thus,

Xj > T 15=13 whenever jIj 2 (T; 2T ] where x� � T � x0:22:

The argument which gave (28) can now be adjusted to give that (28) holds with the sum

restricted to those j for which Xj > T 15=13 : We are now ready to use (28) so modi�ed and

Lemma 20. We consider three possibilities in (28) for the size of Xj . For Xj � x1=4, we

observe that Lemma 20 with k = 2 implies

S(x;Xj ; T )

T 2
�

x

TX2
j log

2Xj

�
x

T 43=13 log T
:
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Recall that with k = 2 we are only interested in T � cx1=5 log x where c is as in Theorem

1. For x1=4 < Xj � x4=15, we obtain from Lemma 20 that

S(x;Xj ; T )

T 2
�

X2
j

T log2Xj

�
x8=15

T log T
�

x

T 43=13 log T
:

For Xj > x4=15, we have

Xj > (x1=5)4=3 > T 1:33

so that from Lemma 20

S(x;Xj ; T )

T 2
�

x

T 2Xj logXj

�
x

T 3:33 log T
�

x

T 43=13 log T
:

Therefore, with x� � T � cx1=5 log x,

X
T<t�2T

Ntt
 �� T


X

1�j�r
Xj>T

15=13

S(x;Xj; T )

T 2
(1 + �)2j �� xT

�(43=13)(1 + �)2 log x:

By breaking up the interval (x�; cx1=5 log x] into subintervals of the form (T; 2T ] and sum-

ming, we obtain

X
x=2<sn+1�x

x�<sn+1�sn�cx1=5 log x

(sn+1 � sn)
 =

X
x�<t�cx1=5 log x

Ntt


�� x
1+�(�(43=13))(1 + �)2 log x:

Since  < 43=13 and � is su�ciently small, we deduce that

X
x=2<sn+1�x

x�<sn+1�sn�cx1=5 log x

(sn+1 � sn)
 = o(x);

which implies Theorem 4.

8. The Distribution of Gaps Between k�Free Numbers

Let s1; s2; : : : denote the k�free numbers in ascending order with k � 2. In the previous

section, we began our e�orts to establish (26) and, hence, (25) for 3 �  < 2k� 1. Lemma

19 enables us to deal with small gaps between k�free numbers. It is worth noting the

strength of Lemma 19. By Theorem 1, we know that sn+1 � sn � cx1=(2k+1) log x for all

n with x=2 < sn+1 � x. By considering � > 1=(2k + 1), Lemma 19 allows us to deal

with all such gaps whenever k � 3 and  < 2k � 2 + (4=(k + 1)). In other words, the
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result of Graham [15] follows from Lemma 19. The use of di�erences for Graham's result

only occurs indirectly in the use of Theorem 1. Here, we shall likewise only make use of

di�erences by using Theorem 1.

As in the previous section, we set r = [log x]. For i 2 f1; 2; : : : ; rg, we de�ne

Nt(i) = jfI = (sn; sn+1) : x=2 < sn+1 � x; jIj = t; j(I) = igj

and

N = N(T; i) = jfI = (sn; sn+1) : x=2 < sn+1 � x; jIj 2 (T; 2T ]; j(I) = igj

so that

N =
X

T<t�2T

Nt(i):

Recall the notation Nt in our previous section. Thus, Nt =
Pr

i=1Nt(i). In (28), we found

a bound for
P

T<t�2T Nt in terms of the expressions S(x;Xj ; T ). It follows easily from

our reasoning there that

(30) N �
S(x;Xi; T )

T 2
(1 + �)2i;

where here and throughout this section implied constants may depend on � (and, hence,

�) as well as k. We will want to make use of this bound here, but we will also want a new

bound in terms of S0(x;Xi; T ) which we de�ne as the number of quadruples (p1; p2; `1; `2)

for which p1 and p2 are primes, Xi < p1 < p2 � 2Xi, p
k
1`1 and pk2`2 are both in some

interval I = (sn; sn+1) with x=2 < sn+1 � x, jIj 2 (T; 2T ], j(I) = i, and if a prime p > p1
is such that a multiple of pk is in I, then p � p2. This latter condition is simply asserting

that if (p1; p2; `1; `2) 2 S0(x;Xi; T ), then p1 and p2 are consecutive primes in the set of

primes p for which pk divides some element of I. Recall that Lemma 19 enables us to

restrict our attention to T � x� for some � > 0 so that, in particular, Yj(I) � 2 with I as

in the de�nition of S0(x;Xi; T ). Also, for I = (sn; sn+1) with jIj � 2T and for p 2 (X; 2X]

with X � (T=10) log T , we can have at most one multiple of pk in I.

Lemma 21. Let T � x� where � is as in Lemma 19. For i 2 f1; 2; : : : ; rg,

N(T; i)�
S0(x;Xi; T )

T
(1 + �)i:

Proof. Let I = (sn; sn+1) be an interval with x=2 < sn+1 � x, jIj = t 2 (T; 2T ], and

j(I) = i. Then by the de�nition of j(I), Yi(I) � �(1 + �)�iT=4. By the de�nition of Yi,

there are Yi elements of I of the form pk` where ` is a positive integer and p is a prime

2 (Xi; 2Xi]. By the de�nition of S
0(x;Xi; T ), each such interval I contributes� (1+�)�iT

of the quadruples (p1; p2; `1; `2) counted by S0(x;Xi; T ). The result easily follows. �

For each of the intervals I counted by N(T; i), there is an ordering of the quadruples

(p1; p2; `1; `2) counted by S0(x;Xi; T ) with pk1`1 2 I corresponding to the size of p1. We

35



�x I = (sn; sn+1) as in the de�nition of N(T; i). With the ordering just described, we

suppose now that we have consecutive elements

(p; p + a1; `0; `1); (p+ a1; p+a1 + a2; `1; `2); : : : ;

(p+ a1 + � � � + a2k�1; p+ a1 + � � � + a2k ; `2k�1; `2k)

where

(p+ a1 + � � � + aj)
k`j 2 I for j 2 f0; 1; : : : ; 2kg:

Let

d(j; j0) = gcd(`j ; `j0) for 0 � j < j0 � 2k:

Let A be a real number � 1. We claim that either

(i) a1 + � � � + a2k > A or

(ii) min0�j<j0�2kfd(j; j0)g � 2xA2k�1X�2k
i .

To establish the claim, we assume (i) and (ii) do not hold and make use of some aspects of

the proof of Theorem 7. In particular, we note that these speci�c aspects of the proof of

Theorem 7 are based on ideas from Halberstam and Roth [18] and Nair [36]. Halberstam

and Roth established the existence of homogeneous polynomials P (u; a) and Q(u; a) of

degree k � 1 in the variables u and a such that P (0; a) 6� 0, Q(0; a) 6� 0, and

P (u; a)(u+ a)k �Q(u; a)uk = a2k�1:

We will use this identity, but the fact that the right-hand side is a non-zero multiple of

a2k�1 will be su�cient for our purposes and the existence of such polynomials follows from

Lemma 8 with ` = k � 1 and s = k (the left-hand side of (12) is a polynomial in u and

a which forces all but one of the terms on the right-hand side of (12) to be 0). Note that

P (u; a) 6� Q(u; a) easily follows from the identity above.

Let y = sn and consider integers j and j0 such that 0 � j < j0 � 2k. Then

(p+ a1 + � � � + aj)
k `j

d(j; j0)
and (p+ a1 + � � � + aj0)

k `j0

d(j; j0)
are in

�
y

d(j; j0)
;
y + 2T

d(j; j0)

�
:

Thus,

`j

d(j; j0)
=

y

d(j; j0)(p+ a1 + � � � + aj)k
+O

�
T

d(j; j0)Xk
i

�

and
`j0

d(j; j0)
=

y

d(j; j0)(p+ a1 + � � � + aj0)k
+O

�
T

d(j; j0)Xk
i

�
:
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Hence,

P ((p+ a1+ � � � + aj); (aj+1 + � � � + aj0))
`j

d(j; j0)

�Q ((p+ a1 + � � � + aj); (aj+1 + � � � + aj0))
`j0

d(j; j0)

=
(aj+1 + � � � + aj0)

2k�1y

d(j; j0)(p+ a1 + � � � + aj)k(p+ a1 + � � � + aj0)k
+O

�
T

d(j; j0)Xi

�
:

Observe that y � x and each of p + a1 + � � � + aj and p + a1 + � � � + aj0 is � Xi. Also,

since we are assuming (i) and (ii) do not hold, we deduce that aj+1 + � � � + aj0 � A and

d(j; j0) > 2xA2k�1X�2k
i . These imply that the �rst term on the right-hand side above is

< 1=2. Clearly, it is also positive. Since Xi � (T=10) log T and T � x� with x su�ciently

large and � > 0, we also deduce that the error term on the right-hand side above has

absolute value < 1=2. Since the left-hand side is an integer, we obtain that

P ((p+ a1 + � � � + aj);(aj+1 + � � � + aj0))`j

�Q ((p+ a1 + � � � + aj); (aj+1 + � � � + aj0)) `j0 = 0:

This equation holds for every choice of j and j0 with 0 � j < j0 � 2k. With j = 0 and

j0 = 1, the equation is analogous to the situation we had in (16). A precisely analogous

argument to what followed in the remainder of that paragraph leads us to deduce that we

cannot have the 2k+ 1 numbers p; p+ a1; : : : ; p+ a1 + � � �+ a2k above; in other words, we

obtain a contradiction to the assumption that (i) and (ii) do not hold. Thus, either (i) or

(ii) holds.

For each of the N intervals I = (sn; sn+1) de�ned by N(T; i), we consider the consec-

utive elements counted by S0(x;Xi; T ). By disregarding � 2k � 1 of the largest of these

consecutive elements (in terms of the size of the �rst component) we can express the re-

maining consecutive elements as a union of disjoint subsets with each subset consisting of

exactly 2k consecutive elements. These 2k consecutive elements counted by S0(x;Xi; T )

correspond to 2k + 1 numbers (p+ a1 + � � �+ aj)
k`j for 0 � j � 2k as above. Since either

(i) or (ii) holds, we can �nd pk1`1 and pk2`2 from among these such that either p2 � p1 > A

or gcd(`1; `2) � 2xA2k�1X�2k
i . As I varies, we consider the subsets as described above of

size 2k and create new quadruples (p1; p2; `1; `2), one quadruple for each subset. The set

of all new quadruples, we call Wi. The set Wi has the property that

(31) S0(x;Xi; T ) � 2k(jWij+N)

and for each element (p1; p2; `1; `2) ofWi, either p2�p1 > A or gcd(`1; `2) � 2xA2k�1X�2k
i .

Since T � x� and � is su�ciently small, we can deduce from Lemma 21 that N �
c9S

0(x;Xi; T ) where c9 > 0 is as small as we wish (c9 = 1=(6k) will do). From (31),

we deduce that

(32) S0(x;Xi; T ) � 3kjWij:
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Lemma 22. If X2k
i > 4Tx and T � x� where � is as in Lemma 19, then S0(x;Xi; T ) �

xXi(1 + �)2ki=T 2k.

Proof. LetA = (Xi=T )(1+�)
i(log x)1=(2k). For each of theN gaps between k�free numbers

counted by N(T; i), it follows from the de�nition of Wi that there are at most 2Xi=A

numbers pk1`1 and pk2`2 with (p1; p2; `1; `2) in Wi and p2 � p1 > A. Thus, we have the

upper bound 2XiN=A on the number of elements (p1; p2; `1; `2) in Wi with p2 � p1 > A.

Let (p1; p2; `1; `2) and (p1; p2; `
0
1; `

0
2) be elements of Wi. We show that `1=`2 = `01=`

0
2.

Assume otherwise. Observe that each of `1, `
0
1, `2, and `02 is � x=Xk

i . Thus,

1

`2`
0
2

�
����`1`2 �

`01
`02

���� �
����`1`2 �

pk2
pk1

����+
����`01`02 �

pk2
pk1

���� � 2T

`2p
k
1

+
2T

`02p
k
1

;

implies

Xk
i � pk1 � 2T (`02 + `2) �

4Tx

Xk
i

:

This contradicts the �rst condition in the lemma. Hence, `1=`2 = `01=`
0
2.

Let d be a positive integer, and suppose that (p1; p2; `1; `2) and (p1; p2; `
0
1; `

0
2) are ele-

ments of Wi with gcd(`1; `2) = gcd(`01; `
0
2) = d. Then we can deduce from the above that

`1=`2 = `01=`
0
2 from which we easily obtain `1 = `01 and `2 = `02.

For each positive integer d, we consider the quadruples (p1; p2; `1; `2) in Wi such that

gcd(`1; `2) = d and such that if (p1; p2; `
0
1; `

0
2) is in Wi, then gcd(`01; `

0
2) � d. Call this set

T (d). For a given pair of primes (p1; p2), we have just shown that there is at most one

quadruple (p1; p2; `1; `2) in T (d). The de�nition of T (d) therefore implies that for each

pair of primes (p1; p2), there is either zero or exactly one choice of positive integers d, `1,

and `2 for which (p1; p2; `1; `2) is in T (d).

De�ne T (d; a) as the set of (p1; p2; `1; `2) in T (d) for which p2 � p1 = a. Suppose

(p1; p2; `1; `2) is in T (d; a). Suppose further that (p1; p2; `
0
1; `

0
2) is in Wi and gcd(`01; `

0
2) =

d0 > d. We show that d0 < 3d. Write `1 = dm1, `2 = dm2, `
0
1 = d0m0

1, and `02 = d0m0
2. As

we have already seen, `1=`2 = `01=`
0
2 so that m1 = m0

1 and m2 = m0
2. Since both pk1dm1

and pk1d
0m1 are in (x=3; x], we get that d0 < 3d as desired. This implies that the number of

elements (p1; p2; `1; `2) inWi with p2�p1 � A is bounded above by
P

a�A
P1

d=1 2djT (d; a)j.
From the de�nition of A, we deduce that

jWij �
X
a�A

1X
d=1

(2djT (d; a)j) +E

where

E �
2XiN

A
�

TN

(1 + �)i(log x)1=(2k)
:

Using (32) and the bound on N given by Lemma 21, we obtain E � jWij=3. Therefore,

jWij �
X
a�A

1X
d=1

djT (d; a)j:
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Note that jT (d; a)j counts the number of primes p such that (p; p + a; `1; `2) is in T (d)

for some integers `1 and `2. Since the pair (p; p + a) corresponds to either zero or exactly

one choice of positive integers d, `1, and `2 such that (p; p+ a; `1; `2) is in T (d), we deduce

from the Prime Number Theorem that for each positive integer a,

1X
d=1

jT (d; a)j �
Xi

logXi

:

Recall that for each element (p1; p2; `1; `2) of Wi, either p2 � p1 > A or gcd(`1; `2) �
2xA2k�1X�2k

i . Thus, if (p; p + a; `1; `2) is in T (d) and a � A, then d = gcd(`1; `2) �
2xA2k�1X�2k

i . Therefore,

X
a�A

1X
d=1

djT (d; a)j =
X
a�A

X
d�2xA2k�1X�2k

i

djT (d; a)j

� 2xA2k�1X�2k
i

X
a�A

X
d�2xA2k�1X�2k

i

jT (d; a)j

� 2xA2k�1X�2k
i

X
a�A

1X
d=1

jT (d; a)j � xA2kX�2k+1
i = logXi:

Using that Xi � x1=(2k) from the conditions in the lemma and using our choice of A, the

lemma follows. �

Theorem 5 follows from Theorem 4 in the case k = 2. Let k � 3, and let � be as in

Lemma 19. We consider several estimates for N(T; i) depending on the relative size of Xi

with respect to x and T . Recall that Xi � (T=10) log T . If Xi � x1=(2k), we obtain from

Lemma 20 and (30) that

N(T; i)� x

X2k�2
i T log2Xi

(1 + �)2i �
x

T 2k�1
(1 + �)2i:

If x1=(2k) < Xi � (4Tx)1=(2k), we obtain from Lemma 20 and (30) that

N(T; i)�
X2
i

T log2Xi

(1 + �)2i:

Using that k � 3 and T � cx1=(2k+1) log x, one easily checks that this last asymptotic

inequality implies

N(T; i)�
x

T 2k�1
(1 + �)2i:

For (4Tx)1=(2k) < Xi � T (2k�1)=k, we use Lemma 21 and Lemma 22 to obtain

N(T; i)�
xXi

T 2k+1
(1 + �)(2k+1)i � xT�(2k2�k+1)=k(1 + �)(2k+1)i:
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Finally, for Xi > T (2k�1)=k , Lemma 20 and (30) imply that

N(T; i)�
x

Xk�1
i T 2 logXi

(1 + �)2i � xT�(2k2�k+1)=k(1 + �)2i:

We use that X
T<t�2T

Nt =
X

T<t�2T

rX
i=1

Nt(i) =

rX
i=1

N(T; i):

Since r � log x, we can combine the above estimates to obtain

X
T<t�2T

Nt �
x

T 2k�1
(1 + �)(2k+1) log x log x

so that X
T<t�2T

Ntt
 � xT �(2k�1)(1 + �)(2k+1) log x log x:

For � su�ciently small and  < 2k � 1, we get

X
x=2<sn+1�x

x�<sn+1�sn�cx1=(2k+1) log x

(sn+1 � sn)
 = o(x);

from which (26) and, hence, Theorem 5 follows.
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