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## 1. Rings.

1.1. The definition of a ring. We have been working with fields, which are the natural generalization of familiar objects like the real, rational and complex numbers where it is possible to add, subtract, multiply and divide. However there are some other very natural objects like the integers and polynomials over a field where we can add, subtract, and multiply, but where it not possible to divide. We will call such objects rings. Here is the official definition:
1.1. Definition. A commutative ring $(R,+, \cdot)$ is a set $R$ with two binary operations + and $\cdot$ (as usual we will often write $x \cdot y=x y$ ) so that
(1) The operations + and $\cdot$ are both commutative and associative:
$x+y=y+x, \quad x+(y+z)=(x+y)+z, \quad x y=y x, \quad x(y z)=(x y) z$.
(2) Multiplication distributes over addition:

$$
x(y+z)=x y+x z
$$

(3) There is a unique element $0 \in R$ so that for all $x \in R$

$$
x+0=0+x=x .
$$

This element will be called the zero of $R$.
(4) There is a unique element $1 \in F$ so that for all $x \in R$

$$
x \cdot 1=1 \cdot x=x
$$

This element is called the identity of $R$.
(5) $0 \neq 1$. (This implies $R$ has at least two elements.)
(6) For any $x \in R$ there is a unique $-x \in R$ so that

$$
x+(-x)=0
$$

(This element is called the negative or additive inverse of $x$. And from now on we write $x+(-y)$ as $x-y$.)

We will usually just refer to "the commutative ring $R$ " rather than "the commutative ring $(R,+, \cdot)$ ". Also we will often be lazy and refer
to $R$ as just a "ring" rather than a "commutative ring" ${ }^{1}$. As in the case of fields we can view the positive integer $n$ as an element of ring $R$ by setting

$$
n:=\underbrace{1+1+\cdots+1}_{n \text { terms }}
$$

Then for negative $n$ we can set $n:=-(-n)$ where $-n$ is defined by the last equation. That is $5=1+1+1+1+1$ and $-5=-(1+1+1+1+1)$.
1.1.1. Inverses, units and associates. While in a general ring it is not possible to divide by arbitrary nonzero elements (that is to say that arbitrary nonzero elements do not have inverses as division is defined in terms of multiplication by the inverse), it may happen that there are some elements that do have inverses and we can divide by these elements. We give a name to these elements.
1.2. Definition. Let $R$ be a commutative ring. Then an element $a \in$ $R$ is a unit or has an inverse $b$ iff $a b=1$. In this case we write $b=a^{-1}$.

Thus when talking about elements of a commutative ring saying that $a$ is a unit just means $a$ has an inverse. Note that inverses, if they exist, are unique. For if $b$ and $b^{\prime}$ are inverses of $a$ then $a b=a b^{\prime}=1$ which implies that $b^{\prime}=b^{\prime} 1=b^{\prime}(a b)=\left(b^{\prime} a\right) b=1 b=b$. Thus the notation $a^{-1}$ is well defined. It is traditional, and useful, to give a name to elements $a, b$ of a ring that differ by multiplication by a unit.
1.3. Definition. If $a, b$ are elements of the commutative ring $R$ then $a$ and $b$ are associates iff there is a unit $u \in R$ so that $b=u a$.

Problem 1. Show that being associates is an equivalence relation on $R$. That is if $a \sim b$ is defined to mean that $a$ and $b$ are associates then show
(1) $a \sim a$ for all $a \in R$,
(2) that $a \sim b$ implies $b \sim a$, and
(3) $a \sim b$ and $b \sim c$ implies $a \sim c$.

### 1.2. Examples of rings.

[^0]1.2.1. The Integers. The integers $\mathbf{Z}$ are as usual the numbers $0, \pm 1, \pm 2, \pm 3, \ldots$ with the addition and multiplication we all know and love. This is the main example you should keep in mind when thinking about rings. In $\mathbf{Z}$ the only units (that is elements with inverses) are 1 and -1 .
1.2.2. The Ring of Polynomials over a Field. Let $\mathbf{F}$ be a field and let $\mathbf{F}[x]$ be the set of all polynomials
$$
p(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n}
$$
where $a_{0}, \ldots, a_{n} \in \mathbf{F}$ and $n=0,1,2, \ldots$ These are added, subtracted, and multiplied in the usual manner. This is the example that will be most important to us, so we review a little about polynomials. First if $p(x)$ is not the zero polynomial and $p(x)$ is as above with $a_{n} \neq 0$ then $n$ is the degree of $p(x)$ and this will be denoted by $n=\operatorname{deg} p(x)$. The the nonzero constant polynomials $a$ have degree 0 and we do not assign any degree to the zero polynomial. If $p(x)$ and $q(x)$ are nonzero polynomials then we have
$$
\operatorname{deg}(p(x) q(x))=\operatorname{deg}(p(x))+\operatorname{deg}(q(x))
$$

Also if given $p(x)$ and $f(x)$ with $p(x)$ not the zero polynomial we can "divide" ${ }^{2} p(x)$ into $f(x)$. That is there are unique polynomials $q(x)$ (the the quotient) and $r(x)$ (the the reminder) so that

$$
f(x)=q(x) p(x)+r(x) \quad \text { where } \quad\left\{\begin{array}{l}
\operatorname{deg} r(x)<\operatorname{deg} p(x) \text { or } \\
r(x) \text { is the zero polynomial. }
\end{array}\right.
$$

This is called the division algorithm. If $p(x)=x-a$ for some $a \in \mathbf{F}$ then this becomes

$$
f(x)=q(x)(x-a)+r \quad \text { where } r \in \mathbf{F}
$$

By letting $x=a$ in this equation we get the fundamental
1.4. Proposition (Remainder Theorem). If $x-a$ is divided into $f(x)$ then the remainder is $r=f(a)$. If particular $f(a)=0$ if and only if $x-a$ divides $f(x)$. That is $f(a)=0$ iff $f(x)=(x-a) q(x)$ for some polynomial $q(x)$ with $\operatorname{deg} q(x)=\operatorname{deg} f(x)-1$.

[^1]I am assuming that you know how to add, subtract and multiply polynomials, and that given $f(x)$ and $p(x)$ with $p(x)$ not the zero polynomial that you can divide $p(x)$ into $f(x)$ and find the quotient $q(x)$ and remainder $r(x)$.

Problem 2. Show that the units in $R:=\mathbf{F}[x]$ are the nonzero constant polynomials.

The following shows that in our standard examples of rings, the integers $\mathbf{Z}$ and the polynomials over a field $\mathbf{F}[x]$, that if two elements are associate then they are very closely related. associate
1.5. Proposition. In the ring of integers $\mathbf{Z}$ two elements $a$ and $b$ are associate iff $b= \pm a$. In the ring $\mathbf{F}[x]$ of polynomials over a field two polynomials $f(x)$ and $g(x)$ are associate iff there is a constant $c \neq 0$ so that $g(x)=c f(x)$.

Problem 3. Prove this.
1.2.3. The Integers Modulo $n$. This is not an example that will come up often, but it does illustrate that rings can be quite different than the basic example of the integers and the polynomials over a field. You can skip this example with no ill effects. Basically this is a generalization of the example of finite fields. Let $n>1$ be an integer and let $\mathbf{Z} / n$ be the integers reduced modulo $n$. That is we consider two integers $x$ and $y$ to be "equal" (really congruent modulo $n$ ) if and only if they have the same remainder when divided by $n$ in which case we write $x \equiv y$ $\bmod n$. Therefore $x \equiv y \bmod n$ if and only if $x-y$ is evenly divisible by $x$. It is easy to check that

$$
\begin{array}{lllll}
x_{1} \equiv y_{1} \quad \bmod n & \text { and } \quad x_{2} \equiv y_{2} & \bmod n & \text { implies } \\
x_{1}+y_{2} \equiv x_{1}+y_{2} & \bmod n & \text { and } & x_{1} x_{2} \equiv y_{1} y_{2} & \bmod n .
\end{array}
$$

Then $\mathbf{Z} / n$ is the set of congruence classes modulo $n$. It only takes a little work to see that with the "obvious" choice of addition and multiplication that $\mathbf{Z} / p$ satisfies all the conditions of a commutative ring. Show this yourself as an exercise.) Here is the case $n=6$ in detail. The possible remainders when a number is divided by 6 are $0,1,2,3,4,5$. Thus we can use for the elements of $\mathbf{Z} / 6$ the set $\{0,1,2,3,4,5\}$. Addition works like this. $3+4=1 \mathrm{in} \mathbf{Z} / 6$ as the remainder of $4+3$ when divided by 6 is 1 . Likewise $2 \cdot 4=2$ in $\mathbf{Z} / 6$ as the remainder of $2 \cdot 4$ when divided by 6 is 2 . Here are the addition
and multiplication tables for $\mathbf{Z} / 6$

| + | 0 | 1 | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 3 | 4 | 5 |
| 1 | 1 | 2 | 3 | 4 | 5 | 0 |
| 2 | 2 | 3 | 4 | 5 | 0 | 1 |
| 3 | 3 | 4 | 4 | 0 | 1 | 2 |
| 4 | 4 | 5 | 0 | 1 | 2 | 3 |
| 5 | 5 | 0 | 1 | 2 | 3 | 4 |


| $\cdot$ | 0 | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | 0 | 1 | 2 | 3 | 4 | 5 |
| 2 | 0 | 2 | 4 | 0 | 2 | 4 |
| 3 | 0 | 3 | 0 | 3 | 0 | 3 |
| 4 | 0 | 4 | 2 | 0 | 4 | 2 |
| 5 | 0 | 5 | 4 | 3 | 2 | 1 |

This is an example of a ring with zero divisors, that is nonzero elements $a$ and $b$ so that $a b=0$. For example in $\mathbf{Z} / 6$ we have $3 \cdot 4=0$. This is different from what we have seen in fields where $a b=0$ implies $a=0$ or $b=0$. We also see from the multiplication table that the units in $\mathbf{Z} / 6$ are 1 and 5 . In general the units of $\mathbf{Z} / n$ are the correspond to the numbers $x$ that are relatively prime to $n$.
1.3. Ideals and quotient rings. We have formed quotients of vector spaces by subspaces, now we want to form quotients of rings. When forming quotient a ring $R / I$ the natural object $I$ to quotient out by is not a subring, but an ideal.
1.6. Definition. Let $R$ be a commutative ring. Then a nonempty subset $I \subset R$ is an ideal if and only if it is closed under addition and multiplication by elements of $R$. That is

$$
a, b \in I \quad \text { implies } \quad a+b \in I
$$

(this is closure under addition) and

$$
a \in I, r \in R \quad \text { implies } \quad a r \in I
$$

(this is closure under multiplication by elements of $R$ ).
1.3.1. Principle ideas and generating ideals by elements of the ring. There are two trivial examples of ideals in any $R$. The set $I=\{0\}$ is an ideal as is $I=R$. While it is possible to give large numbers of other examples of ideals in various rings for this class the most important example (and just about the only one cf. Theorem 2.7) is given by the following example:

Problem 4. Let $R$ be a commutative ring and let $a \in R$. Let $\langle a\rangle$ be the set of all multiples of $a$ by elements of $R$. That is

$$
\langle a\rangle:=\{r a: r \in R\} .
$$

Then show $I:=\langle a\rangle$ is an ideal in $R$.
1.7. Definition. If $R$ is a commutative ring and $a \in R$, then $\langle a\rangle$ as defined in the last exercise is the principle ideal defined generated by $a$.
1.8. Proposition and Definition. If $R$ is a commutative ring and $a_{1}, a_{2}, \ldots, a_{k} \in R$, then set

$$
\left\langle a_{1}, a_{2}, \ldots, a_{k}\right\rangle=\left\{r_{1} a_{1}+r_{2} a_{2}+\cdots+r_{k} a_{k}: r_{1}, r_{2}, \ldots, r_{k} \in R\right\}
$$

Then $\left\langle a_{1}, \ldots, a_{k}\right\rangle$ is an ideal in $R$ called the ideal generated by $a_{1}, \ldots, a_{k}$. (Thus the idea generated by $a_{1}, a_{2}, \ldots, a_{k}$ is the set of linear combinations of $a_{1}, a_{2}, \ldots, a_{k}$ with coefficients $r_{i}$ from $R$.)

Problem 5. Prove this.
1.3.2. The quotient of a ring by an ideal. Given a ring $R$ and an ideal $I$ in $R$ then we will form a quotient ring $R / I$, which is defined in almost exactly the same way that we defined quotient vector spaces. You might want to review the problem set on quotients of a vector space by a subspace.

Let $R$ be a ring and $I$ and ideal in $R$. Define an equivalence relation $\equiv \bmod I$ on $R$ by

$$
a \equiv b \quad \bmod I \quad \text { if and only if } \quad b-a \in I
$$

Problem 6. Show that this is an equivalence relation. This means you need to show that $a \equiv a \bmod I$ for all $a \in R$, that $a \equiv b \bmod I$ implies $b \equiv a \bmod I$, and $a \equiv b \bmod I$ and $b \equiv c \bmod I$ implies $a \equiv b \bmod I$. (If you want to make this look more like the notation we used in dealing quotients of vector spaces and write $a \sim b$ instead of $a \equiv b \bmod I$ that is fine with me.)

Denote by [a] the equivalence class of $a \in R$ under the equivalence relation $\sim_{I}$. That is

$$
[a]:=\{b \in R: b \equiv a \quad \bmod I\}=\{b \in R: b-a \in I\} .
$$

Problem 7. Show $[a]=a+I$ where $a+I=\{a+r: r \in I\}$.
Let $R / I$ be the set of all equivalence classes of $\sim_{I}$. That is

$$
R / I:=\{[a]: a \in R\}=\{a+I: a \in R\} .
$$

The equivalence class $[a]=a+I$ is the coset of $a$ in $R$. The following relates this to a case you are familiar with.

Problem 8. Let $R=\mathbf{Z}$ be the ring of integers and for $n \geq 2$ let $I$ be the ideal $\langle n\rangle=\{a n: a \in \mathbf{Z}\}$. Then show that, with the notation of Section 1.2.3 that for $a, b \in \mathbf{Z}$

$$
a \equiv b \quad \bmod n \quad \text { if and only if } \quad a \equiv b \quad \bmod I .
$$

Exactly analogous to forming the ring $\mathbf{Z} / n$ or forming the quotient of a vector space $V / W$ by a subspace we define a sum and multiplication of elements of elements of $R / I$ by

$$
[a]+[b]=[a+b], \quad \text { and } \quad[a][b]=[a b] .
$$

Problem 9. Show this is well defined. This means you need to show

$$
[a]=\left[a^{\prime}\right] \text { and }[b]=\left[b^{\prime}\right] \quad \text { implies } \quad[a+b]=\left[a^{\prime}+b^{\prime}\right] \text { and }[a b]=\left[a^{\prime} b^{\prime}\right] .
$$

1.9. Theorem. Assume that $I \neq R$. Then with this product $R / I$ is a ring. The zero element of $R / I$ is $[0]$ and the multiplicative identity of $R / I$ is [1].

Proof. We first show that addition is commutative and associative in $R / I$. This will follow from the corresponding facts for addition in $R$.

$$
\begin{aligned}
{[a]+([b]+[c]) } & =[a]+([b+c])=[a+(b+c)] \\
& =[(a+b)+c]=[a+b]+[c]=([a]+[b])+[c]
\end{aligned}
$$

and

$$
[a]+[b]=[a+b]=[b+a]=[b]+[a] .
$$

The same calculation works for multiplication

$$
[a]([b][c])=[a]([b c])=[a(b c)]=[(a b) c]=[a b][c]=([a][b])[c]
$$

and

$$
[a][b]=[a b]=[b a]=[b][a] .
$$

So both addition and multiplication are associative in $R / I$.
For any $[a] \in R / I$ we have

$$
[a]+[0]=[a+0]=[a]=[0+a]=[0]+[a]
$$

and therefore [0] the zero element of $R / I$. Likewise

$$
[a][1]=[a 1]=[a]=[1 a]=[1][a]
$$

so that [1] is the multiplicative identity of $R / I$. Finally all that is left is to show that every $[a]$ has an additive inverse. To no one's surprise this is $[-a]$. To see this note

$$
[a]+[-a]=[a-a]=[0]=[-a+a]=[-a]+[a] .
$$

Thus $-[a]=[-a]$. Finally there is the distributive law. Again this just follows from the distributive law in $R$ :
$[a]([b]+[c])=[a][b+c]=[a(b+c)]=[a b+a c]=[a b]+[a c]=[a][b]+[a][c]$.
We still have not used that $I \neq R$ and still have not shown that $[0] \neq[1]$. But $[1]=[0]$ if and only if $1 \in I$ so we need to show that $1 \notin I$. Assume, toward a contradiction, that $1 \in I$. Then for any $a \in R$
we have $a=a 1 \in I$ as $I$ is closed under multiplication by elements from $R$. But then $R \subseteq I \subseteq R$ contradicting that $I \neq R$. This completes the proof.

If $R$ is a commutative ring and $I$ and ideal in $R$ then it is important to realize that if $a \in I$ then $[a]=[0]$ in $R / I$. This is obvious from the definition of $R / I$, but still should be kept in the front of your mind when working with quotient rings. Here is an example both of why this should be kept in mind and of a quotient ring.

Let $R=\mathbf{R}[x]$ be the polynomials with coefficients in the real numbers $\mathbf{R}$. Let $q(x)=x^{2}+1$ and let $I=\langle q(x)\rangle$ be the ideal of all multiples of $q(x)=x^{2}+1$. That is

$$
I=\left\{\left(x^{2}+1\right) f(x): f(x) \in \mathbf{R}[x]\right\}
$$

Clearly $x^{2}+1=1\left(x^{2}+1\right) \in I$. Therefore in the ring $R / I=\mathbf{R}[x] /\left\langle x^{2}+1\right\rangle$ we have that $\left[x^{2}+1\right]=[0]$. Therefore

$$
[0]=\left[x^{2}+1\right]=\left[x^{2}\right]+[1]=[x]^{2}+[1] .
$$

Therefore $[x]^{2}=-[1]$. Thus $-[1]$ has a square root in $R / I$. With a little work you can show that $R / I$ is just the complex numbers dressed up a bit. (See Problem 21, p. 18.)
1.4. A condition for one ideal to contain another. The results here are elementary but a little notationally messy. They will not be used until Section 4.7 so I recommend that reader not yet really comfortable with the notion of an ideals in a ring skip this until it is needed later.

Let $R$ be a commutative ring. Let $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\} \subset R$ and $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\} \subset R$ be two non-empty of elements from $R$. We wish to understand when the two ideals (See Proposition and Definition 1.8)

$$
\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle, \quad\left\langle b_{1}, b_{2}, \ldots, b_{n}\right\rangle
$$

are equal, or more generally when one contains the other.
1.10. Definition. We say that each element of $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ is a linear combination of elements of $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$ iff there are elements $r_{i j} \in R$ with $1 \leq i \leq m$ and $1 \leq j \leq n$ and so that

$$
a_{i}=\sum_{j=1}^{n} r_{i j} b_{j} \quad \text { for } \quad 1 \leq i \leq m
$$

1.11. Proposition. Let $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\} \subset R$ and $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\} \subset R$ be non-empty. Then

$$
\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle \subseteq\left\langle b_{1}, b_{2}, \ldots, b_{n}\right\rangle
$$

if and only if each element of $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ is a linear combination of elements of $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$.

Proof. Fist assume that $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle \subseteq\left\langle b_{1}, b_{2}, \ldots, b_{n}\right\rangle$. Then as $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ contains each element $a_{i}$ we have that $a_{i} \in$ $\left\langle b_{1}, b_{2}, \ldots, b_{n}\right\rangle$. Therefore, but the definition of $\left\langle b_{1}, b_{2}, \ldots, b_{n}\right\rangle$, there are elements $r_{i 1}, r_{i 2}, \ldots, r_{i n}$ such that

$$
a_{i}=r_{i 1} b_{1}+r_{i 2} b_{2}+\cdots+r_{i n} b_{n}=\sum_{j=1}^{n} r_{i j} b_{j} .
$$

This shows that each element of $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ is a linear combination of elements of $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$.

Conversely if each element of $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ is a linear combination of elements of $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$. That is $a_{i}=\sum_{j=1}^{n} r_{i j} b_{j}$ with $r_{i j} \in R$. Let $x \in\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$. By definition of $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ this implies there are $c_{1}, c_{2}, \ldots, c_{m} \in R$ with

$$
x=c_{1} a_{1}+c_{2} a_{2}+\ldots c_{m} a_{m}=\sum_{i=1}^{m} c_{i} a_{i} .
$$

Then we expand the $a_{i}$ 's in terms of the $b_{j}$ 's and interchanging the order of summation we have

$$
x=\sum_{i=1}^{m} c_{i} a_{i}=\sum_{i=1}^{m} c_{i} \sum_{j=1}^{n} r_{i j} b_{j}=\sum_{j=1}^{n}\left(\sum_{i=1}^{m} c_{i} r_{i j}\right) b_{j}=\sum_{j=1}^{n} s_{j} b_{j}
$$

where

$$
s_{j}=\sum_{i=1}^{m} c_{i} r_{i j} .
$$

But then by the definition of $\left\langle b_{1}, b_{2}, \ldots, b_{n}\right\rangle$ this implies $x \in$ $\left\langle b_{1}, b_{2}, \ldots, b_{n}\right\rangle$. As $x$ was any element of $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle$ this implies $\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle \subseteq\left\langle b_{1}, b_{2}, \ldots, b_{n}\right\rangle$ and completes the proof.
1.12. Corollary. Let $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\} \subset R$ and $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\} \subset R$ be non-empty. Then

$$
\left\langle a_{1}, a_{2}, \ldots, a_{m}\right\rangle=\left\langle b_{1}, b_{2}, \ldots, b_{n}\right\rangle
$$

if and only if each element of $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ is a linear combination of elements of $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$ and each element of $\left\{b_{1}, b_{2}, \ldots, b_{n}\right\}$ is a linear combination of $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$.

Problem 10. Prove this.

## 2. Euclidean Domains.

2.1. The definition of Euclidean domain. As we said above for us the most important examples of rings are the ring of integers and the ring of polynomials over a field. We now make a definition that captures many of the basic properties these two examples have in common.
2.1. Definition. A commutative ring $R$ is a Euclidean domain iff
(1) $R$ has no zero divisors ${ }^{3}$. That is if $a \neq 0$ and $b \neq 0$ then $a b \neq 0$. (Or in the contrapositive form $a b=0$ implies $a=0$ or $b=0$.)
(2) There is a function $\delta:(R \backslash\{0\}) \rightarrow\{0,1,2,3, \ldots\}$ (that is $\delta$ maps nonzero elements of $R$ to nonnegative integers) so that
(a) If $a, b \in R$ are both nonzero then $\delta(a) \leq \delta(a b)$.
(b) The division algorithm holds in the sense that if $a, b \in R$ and $a \neq 0$ then we can divide $a$ into $b$ to get a quotient $q$ and a reminder $r$ so that

$$
b=a q+r \quad \text { where } \delta(r)<\delta(a) \text { or } r=0
$$

2.2. The Basic Examples of Euclidean Domains. Our two basic examples of Euclidean domains are the integers $\mathbf{Z}$ with $\delta(a)=|a|$, the absolute value of $a$ and $\mathbf{F}[x]$, the ring of polynomials over a field $\mathbf{F}$ with $\delta(p(x))=\operatorname{deg} p(x)$. We record this as theorems:
2.2. Theorem. The integers $\mathbf{Z}$ with $\delta(a):=|a|$ is a Euclidean domain.
2.3. Theorem. The ring of polynomials $\mathbf{F}[x]$ over a field $\mathbf{F}$ with $\delta(p(x))=\operatorname{deg} p(x)$ is a Euclidean domain.

Proofs. These follow from the usual division algorithms in $\mathbf{Z}$ and $\mathbf{F}[x]$.
2.4. Remark. The example of the integers shows that the quotient $q$ and remainder $r$ need not be unique. For example in $R=\mathbf{Z}$ let $a=4$ and $b=26$. Then we can write

$$
26=4 \cdot 6+2=4 q_{1}+r_{1} \quad \text { and } \quad 26=4 \cdot 7+(-2)=4 q_{2}+r_{2} .
$$

In number theory sometimes the extra requirement that $r \geq 0$ is made and then the quotient and remainder are unique.

[^2]2.3. Primes and factorization in Euclidean domains. We now start to develop the basics of "number theory" in Euclidean domains. By this is meant that we will show that it is possible to define define things like "primes" and "greatest common divisors" and show that they behave just as in the case of the integers. Many of the basic facts about Euclidean domains are proven by starting with subset $S$ of the Euclidean domain in question and then choosing an element $a$ in $S$ that minimizes $\delta(a)$. While it is more or less obvious that it is always possible to do this we record (without proof) the result that makes it all work.
2.5. Theorem (Axiom of Induction). Let $\mathbf{N}:=\{0,1,2,3, \ldots\}$ be the natural numbers (which is the same thing as the nonnegative integers). Then any nonempty subset $S$ of $\mathbf{N}$ has a smallest element.
2.3.1. Divisors, irreducibles, primes, and great common divisors. We start with some elementary definitions:
2.6. Definition. Let $R$ be a commutative ring. Let $a, b \in R$.
(1) Then $a$ is a divisor of $b$, (or $a$ divides $b$, or $a$ is a factor of b) iff there is $c \in R$ so that $b=c a$. This is written as $a \mid b$.
(2) $b$ is a multiple of $a$ iff $a$ divides $b$. That is iff there is $c \in R$ so that $b=a c$.
(3) The element $b \neq 0$ is a prime ${ }^{4}$, also called an irreducible, iff $b$ is not a unit and if $a \mid b$ then either $a$ is a unit, or $a=u b$ for some unit $u \in R$.
(4) The element $c$ of $R$ is a greatest common divisor of $a$ and $b$ iff $c|a, c| b$ and if $d \in R$ is any other element of $R$ that divides both $a$ and $b$ then $d \mid c$. (Note that greatest common divisors are not unique. For example in the integers $\mathbf{Z}$ there both 4 and -4 are greatest common divisors of 12 and 20 , while in the polynomial ring $\mathbf{R}[x]$ if element the $c(x-1)$ is a greatest common divisor of $x^{2}-1$ and $x^{2}-3 x+2$ for any $c \neq 0$.)
(5) The elements $a$ and $b$ are relatively prime iff 1 is a greatest common divisor of $a$ and $b$. Or what is the same thing the only elements that divide both $a$ and $b$ are units.
2.3.2. Ideals in Euclidean domains. There are commutative rings where some pairs of elements do not have any greatest common divisors. We now show that this is not the case in Euclidean domains.

[^3]2.7. Theorem. Let $R$ be a Euclidean domain. Then every ideal in $R$ is principle. That is if $I$ is an ideal in $R$ then there is an $a \in R$ so that $I=\langle a\rangle$. Moreover if $\{0\} \neq I=\langle a\rangle=\langle b\rangle$ then $a=u b$ for some unit $u$.

Problem 11. Prove this along the following lines:
(1) By the Axiom of induction, Theorem 2.5, the set $S:=\{\delta(r)$ : $r \in I, r \neq 0\}$ has a smallest element. Let $a$ be a nonzero element of $I$ that minimizes $\delta(r)$ over nonzero elements of $I$. Then for any $b \in I$ show that there is a $q \in R$ with $b=a q$ by showing that if $b=a q+r$ with $r=0$ or $\delta(r)<\delta(a)$ (such $q$ and $r$ exist by the definition of Euclidean domain) than in fact $r=0$ so that $b=q a$.
(2) With $a$ as in the last step show $I=\langle a\rangle$, and thus conclude $I$ is principle.
(3) If $\langle a\rangle=\langle b\rangle$ then $a \in\langle b\rangle$ so there is a $c_{1}$ so that $a=c_{1} b$. Likewise $b \in\langle a\rangle$ implies there is a $c_{2} \in R$ so that $b=c_{2} a$. Putting these together implies $a=c_{1} c_{2} a$. Show this implies $c_{1} c_{2}=1$ so that $c_{1}$ and $c_{2}$ are units. Hint: Use that $a\left(1-c_{1} c_{2}\right)=0$ and that in a Euclidean domain there are no zero divisors.
2.8. Theorem. Let $R$ be a Euclidean domain and let $a$ and $b$ be nonzero elements of $R$. Then $a$ and $b$ have at least one greatest common divisor. More over if $c$ and $d$ are both greatest common divisors of $a$ and $b$ then $d=c u$ for some unit $u \in R$. Finally if $c$ is any greatest common divisor of $a$ and $b$ then there are elements $x, y \in R$ so that

$$
c=a x+b y .
$$

Problem 12. Prove this as follows:
(1) Let $I:=\{a x+b y: x, y \in R\}$. Then show that $I$ is an ideal of $R$.
(2) Because $I$ is an ideal by the last theorem the ideal $I$ is principle so $I=\langle c\rangle$ for some $c \in R$. Show that $c$ is a greatest common divisor of $a$ and $b$ and that $c=a x+b y$ for some $x, y \in R$. Hint: That $c=a x+b y$ for some $x, y \in R$ follows from the definition of $I$. From this show $c$ is a greatest common divisor of $a$ and $b$.
(3) If $c$ and $d$ are both greatest common divisors of $a$ and $b$ then by definition $c \mid d$ and $d \mid c$. Use this to show $d=u c$ for some unit $u$.
2.9. Theorem. Let $R$ be a Euclidean domain and let $a, b \in R$ be relatively prime. Then there exist $x, y \in R$ so that

$$
a x+b y=1
$$

Problem 13. Prove this as a corollary of the last theorem.
2.10. Theorem. Let $R$ be a Euclidean domain and let $a, b, p \in R$ with $p$ prime. Assume that $p \mid a b$. Then $p \mid a$ or $p \mid b$. That is if a prime divides a product, then it divides one of the factors.

Problem 14. Prove this by showing that if $p$ does not divide $a$ then it must divide $b$. Do this by showing the following:
(1) As $p$ is prime and we are assuming $p$ does not divide $a$ then $a$ and $p$ are relatively prime.
(2) There are $x$ and $y$ in $R$ so that $a x+p y=1$.
(3) As $p \mid a b$ there is a $c \in R$ with $a b=c p$. Now multiply both sides of $a x+p y=1$ by $b$ to get $a b x+p b y=b$ and use $a b=c p$ to conclude $p$ divides $b$.
2.11. Corollary. If $p$ is a prime in the Euclidean domain $R$ and $p$ divides a product $a_{1} a_{2} \cdots a_{n}$ then $p$ divides at least one of $a_{1}, a_{2}, \ldots$, $a_{n}$.

Proof. This follows from the last proposition by a straightforward induction.
2.3.3. Units and associates in Euclidean domains.
2.12. Lemma. Let $R$ be a Euclidean domain. Then a nonzero element $a$ of $R$ is a unit iff $\delta(a)=\delta(1)$.

Problem 15. Prove this. Hint: First note that if $0 \neq r \in R$ then $\delta(1) \leq \delta(1 r)=\delta(r)$. Now use the division algorithm to write $1=a q+r$ where either $\delta(r)<\delta(a)=\delta(1)$ or $r=0$.
2.13. Proposition. Let $R$ be a Euclidean domain and $a$ and $b$ nonzero elements of $R$. If $\delta(a b)=\delta(a)$ then $b$ is a unit (and so $a$ and ab are associates).

Problem 16. Prove this. Hint: Use the division algorithm to divide $a b$ into $a$. That is there are $q$ and $r \in R$ so that $a=(a b) q+r$ so that either $r=0$ or $\delta(r)<\delta(a)$. Then write $r=a(1-b q)$ and use that if $x$ and $y$ are nonzero $\delta(x) \leq \delta(x y)$ to show $(1-b q)=0$. From this show $b$ is a unit.)
2.3.4. The Fundamental Theorem of Arithmetic in Euclidean domains.
2.14. Theorem (Fundamental Theorem of Arithmetic). Let a be a non-zero element of a Euclidean domain that is not a unit. Then a is a product $a=p_{1} p_{2} \cdots p_{n}$ of primes $p_{1}, p_{2}, \ldots, p_{n}$. Moreover we have the following uniqueness. If $a=q_{1} q_{2} \cdots q_{m}$ is another expression of $a$ as $a$
product of primes, then $m=n$ and after a reordering of $q_{1}, q_{2}, \ldots, q_{n}$ there are units $u_{1}, u_{2}, \ldots, u_{n}$ so that $q_{i}=u_{i} p_{i}$ for $i=1, \ldots, n$.
Problem 17. Prove this by induction on $\delta(a)$ in the following steps.
(1) As $a$ is not a unit the last lemma implies $\delta(a)>\delta(1)$. Let $k:=\min \{\delta(r): r \in R, \delta(r)>\delta(1)\}$. Show that if $\delta(a)=k$ than $a$ is a prime. (This is the base of the induction.)
(2) Assume that $\delta(a)=n$ and that it has been shown that for any $b \neq 0$ with $\delta(b)<n$ that either $b$ is a unit or $b$ is a product of primes. Then show that $a$ is a product of primes. Hint: If $a$ is prime then we are done. Thus it can be assumed that $a$ is not prime. In this case $a=b c$ where $b$ and $c$ are not units. $a$ is a product $a=b c$ with both $b$ and $c$ not units. By the last proposition this implies $\delta(b)<\delta(a)$ and $\delta(c)<\delta(a)$. So by the induction hypothesis both $b$ and $c$ are products of primes. This shows $a=b c$ is a product of primes.
(3) Now show uniqueness in the sense of the statement of the theorem. Assume $a=p_{1} p_{2} \cdots p_{n}=q_{1} q_{2} \cdots q_{m}$ where all the $p_{i}$ 's and $q_{j}$ 's are prime. Then as $p_{1}$ divides the product $q_{1} q_{2} \cdots q_{m}$ by Corollary 2.11 this means that $p_{1}$ divides at least one of $q_{1}, q_{2}, \ldots, q_{m}$. By reordering we can assume that $p_{1}$ divides $q_{1}$. As both $p_{1}$ and $q_{1}$ are primes this implies $q_{1}=u_{1} p_{1}$ for some unit $u_{1}$. Continue in this fashion to complete the proof.
2.3.5. Some related results about Euclidean domains.
2.3.5.1. The greatest common divisor of more than two elements. We will need the generalization of the greatest common divisor of a pair $a, b \in R$ for the greatest common divisor of a finite set $a_{1}, \ldots, a_{k}$. This is straightforward to do
2.15. Definition. Let $R$ be commutative ring and $a_{1}, \ldots, a_{k} \in R$.
(1) The element $c$ of $R$ is a greatest common divisor of $a_{1}, \ldots, a_{k}$ iff $c$ divides all of the elements $a_{1}, \ldots, a_{k}$ and if $d$ is any other element of $R$ that divides all of $a_{1}, \ldots, a_{k}$, then $d \mid c$.
(2) The elements $a_{1}, \ldots, a_{k}$ are relatively prime iff 1 is a greatest common divisor of $a_{1}, \ldots, a_{k}$.
Note that have $a_{1}, \ldots, a_{k}$ relatively prime does not imply that they are pairwise elementary relatively prime. For example when the ring is $R=\mathbf{Z}$ the integers, the $6=2 \cdot 3,10=2 \cdot 5$ and $15=3 \cdot 5$ are relatively prime, but no pair of them is.
2.16. Theorem. Let $R$ be a Euclidean domain and let $a_{1}, \ldots, a_{k}$ be nonzero elements of $R$. Then $a_{1}, \ldots, a_{k}$ have at least one greatest common divisor. More over if $c$ and $d$ are both greatest common divisors of
$a_{1}, \ldots, a_{k}$ then $d=c u$ for some unit $u \in R$. Finally if $c$ is any greatest common divisor of $a_{1}, \ldots, a_{k}$ then there are elements $x_{1}, \ldots, x_{k} \in R$ so that

$$
c=a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{k} x_{k} .
$$

Moreover the greatest common divisor $c$ is the generator of the ideal $\left\langle a_{1}, a_{2}, \ldots, a_{k}\right\rangle$ of $R$.

Problem 18. Prove this as follows:
(1) Let $I:=\left\langle a_{1}, a_{2}, \ldots, a_{k}\right\rangle=\left\{a_{1} x_{1}+a_{2} x_{2}+\cdots a_{k} x_{k}: x_{1}, \ldots, x_{k} \in\right.$ $R\}$. Then show that $I$ is an ideal of $R$.
(2) Because $I$ is an ideal by Theorem 2.7 the ideal $I$ is principle so $I=\langle c\rangle$ for some $c \in R$. Show that $c$ is a greatest common divisor of $a_{1}, a_{2}, \ldots, a_{k}$ and that $c=a_{1} x_{1}+a_{2} x_{2}+\cdots a_{k} x_{k}$ for some $x_{1}, x_{2}, \ldots, x_{k} \in R$. Hint: That $c=a_{1} x_{1}+a_{2} x_{2}+\cdots a_{k} x_{k}$ for some $x_{1}, x_{2}, \ldots, x_{k} \in R$ follows from the definition of $I$. From this show $c$ is a greatest common divisor of $a_{1}, \ldots, a_{k}$.
(3) If $c$ and $d$ are both greatest common divisors of $a_{1}, \ldots, a_{k}$ then by definition $c \mid d$ and $d \mid c$. Use this to show $d=u c$ for some unit $u$ and that the principle ideas $\langle c\rangle$ and $\langle d\rangle$ are equal.
2.17. Theorem. Let $R$ be a Euclidean domain and let $a_{1}, \ldots, a_{k} \in R$ be relatively prime. Then there exist $x_{1}, \ldots, x_{k} \in R$ so that

$$
a_{1} x_{1}+a_{2} x_{2}+\cdots+a_{k} x_{k}=1
$$

Problem 19. Prove this as a corollary of the last theorem.
2.3.5.2. Euclidean Domains modulo a prime are fields. We finish this section with a method for constructing fields.
2.18. Theorem. Let $R$ be a Euclidean domain and let $p \in R$ be a prime. Then the quotient ring $R /\langle p\rangle$ is a field. (As usual $\langle p\rangle=\{a p: a \in R\}$ is the ideal of all multiples of $p$.)

Problem 20. As $R /\langle p\rangle$ is a ring to show that it is a field we only need to show that each $[a] \in R /\langle p\rangle$ with $[a] \neq[0]$ has a multiplicative inverse. So let $[a] \neq[0]$ and show that $[a]$ has a multiplicative inverse along the following lines.
(1) First show that $p$ and $a$ are relatively prime. Hint: As $[a] \neq[0]$ in $R /\langle p\rangle$ we see that $a$ is not a multiple of $p$. But $p$ is prime so this implies that 1 is a greatest common divisor of $p$ and $a$.
(2) Show there are $x, y \in R$ so that $a x+p y=1$.
(3) Show for this $x$ that $[a][x]=[1]$ so that $[x]$ is the multiplicative inverse of $[a]$ in $R /\langle p\rangle$. Hint: From $a x+p y=1$ we have $[a x+p y]=[1]$. But $p y \in\langle p\rangle$ so $[p y]=[0]$.

Problem 21. As an application of Theorem (2.18) let $R=\mathbf{R}[x]$ (where $\mathbf{R}$ is the field of real numbers). Then let $p(x)=x^{2}+1$. This is irreducible in $R$ and thus prime. Let $F=\mathbf{R}[x] /\langle p(x)\rangle$. Then show that $F$ is a copy of the complex numbers $\mathbf{C}$ by showing the following
(1) If $[x]$ is the coset of $x$ in $F=\mathbf{R}[x] /\langle p(x)\rangle$, then $[x]^{2}=-1$. Hint: As $p(x)=x^{2}+1 \in\langle p(x)\rangle$ we have $\left[x^{2}+1\right]=0$ in $F$. But then $[x]^{2}+1=\left[x^{2}+1\right]=0$.
(2) Show that every element of $F$ is of the form $a+b[x]$ with $a, b \in$ R. Hint: Let $[f(x)] \in F$. Then divide $x^{2}+1$ into $f(x)$ to get $f(x)=q(x)\left(x^{2}+1\right)+r(x)$ where $r(x)=0$ or $\operatorname{deg} r(x)<2=$ $\operatorname{deg}\left(x^{2}+1\right)$. Thus $r(x)$ is of the form $r(x)=a+b x$. Therefore

$$
\begin{aligned}
{[f(x)] } & =\left[q(x)\left(x^{2}+1\right)+r(x)\right] \\
& =\left[q(x)\left(x^{2}+1\right)\right]+[a+b x] \\
& =0+a+b[x] \\
& =a+b[x] .
\end{aligned}
$$

as $q(x)\left(x^{2}+1\right) \in\langle p(x)\rangle$ and so $\left[q(x)\left(x^{2}+1\right)\right]=0$.
(3) Thus elements of $F$ are of the form $a+b[x]$ where $[x]^{2}=-1$. That is $F$ is a copy of $\mathbf{C}$.

## 3. Matrices over a Ring.

In this section $R$ will be any ring, but in the long run we will mostly need the results in the case that $R$ is an Euclidean domain.
3.1. Basic properties of matrix multiplication. A matrix with entries on a ring is defined just as in the case of fields.
3.1. Notation. If $R$ is a ring let $M_{m \times n}(R)$ be the $m$ by $n$ matrices whose elements are in $R$. (This is $m$ rows and $n$ columns). Thus an element $A \in M_{m \times n}(R)$ is of the form

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right]
$$

with $a_{i j} \in R$.
3.1.1. Definition of addition, multiplication of matrices. If $A \in$ $M_{m \times n}(R)$ and $r \in R$ then $A$ can be multiplied by a "scalar" $r \in R$ as $r A$ is the matrix

$$
r A:=\left[\begin{array}{cccc}
r a_{11} & r a_{12} & \cdots & r a_{1 n} \\
r a_{21} & r a_{22} & \cdots & r a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
r a_{m 1} & r a_{m 2} & \cdots & r a_{m n}
\end{array}\right]
$$

Likewise if $A, B \in M_{m \times n}(R)$ with $A$ as above and

$$
B=\left[\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 n} \\
b_{21} & b_{22} & \cdots & b_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
b_{m 1} & b_{m 2} & \cdots & b_{m n}
\end{array}\right]
$$

then $A+B$ is the matrix with elements $(A+B)_{i j}=a_{i j}+b_{i j}$. If $A \in M_{m \times n}(R)$ and $B \in M_{n \times p}$, say

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right], \quad B=\left[\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 p} \\
b_{21} & b_{22} & \cdots & b_{2 p} \\
\vdots & \vdots & \ddots & \vdots \\
b_{n 1} & b_{n 2} & \cdots & b_{n p}
\end{array}\right],
$$

then the product matrix is defined in the usual manner. That is the product $A B$ is the $m$ by $p$ matrix with elements

$$
(A B)_{i j}=\sum_{k=1}^{n} a_{i k} b_{k j} .
$$

3.1.2. The basic algebraic properties of matrix multiplication and addition. The usual properties of matrix addition and multiplication hold with the usual proofs. We record this as:
3.2. Proposition. Let $R$ be a ring. Then the following hold.
(1) For $r, s \in R$ and $A \in M_{m \times n}(R)$ the distributive law

$$
(r+s) A=r A+s A
$$

holds.
(2) For $r \in R$, and $A, B \in M_{m \times n}(R)$ the distributive law

$$
r(A+B)=r A+r B
$$

holds.
(3) If $A, B, C \in M_{m \times n}(R)$ then

$$
(A+B)+C=A+(B+C)
$$

(4) If $r, s \in R$ and $A \in M_{m \times n}(R)$ then

$$
r(s A)=(r s) A
$$

(5) If $r \in R, A \in M_{m \times n}(R)$, and $B \in M_{m \times p}(R)$ then

$$
r(A B)=(r A) B
$$

(6) If $A, B \in M_{m \times n}(R)$ and $C \in M_{n \times p}(R)$ then

$$
(A+B) C=A C+B C
$$

(7) If $A \in M_{m \times n}(R)$ and $B, C \in M_{n \times p}(R)$ then

$$
A(B+C)=A B+A C
$$

(8) If $A \in M_{m \times n}(R), B \in M_{n \times p}(R)$, and $C \in M_{p \times q}(R)$ then

$$
(A B) C=A(B C)
$$

(9) If $A \in M_{m \times n}(R)$ and $B \in M_{n \times p}(R)$ then the transposes $A^{t} \in$ $M_{n \times m}(R)$ and $B \in M_{p \times n}(R)$ satisfy the standard "reverse of order" under multiplication:

$$
(A B)^{t}=B^{t} A^{t}
$$

Proof. Basically these are all boring chases through the definitions. We do a couple just to give the idea. For example if $A=\left[a_{i j}\right], B=\left[b_{i j}\right]$ then denoting the entries of $r(A+B)$ as $\left(r(A+B)_{i j}\right.$ and the entries of $r A+r B$ as $(r A+r B)_{i j}$.

$$
(r(A+B))_{i j}=r\left(a_{i j}+b_{i j}\right)=r a_{i j}+r b_{i j}=(r A+r B)_{i j} .
$$

Thus shows $r(A+B)$ and $r A+r B$ have the same entries and therefore $r(A+B)=r A+r B$. This shows 2 holds.

To see that 8 holds let $A=\left[a_{i j}\right] \in M_{m \times n}(R), B=\left[b_{j k}\right] \in M_{m \times p}(R)$, and $C=\left[c_{k l}\right] \in M_{p, q}(R)$. Then we write out the entries of $(A B) C$ (changing the order of summation at one point) to get

$$
\begin{aligned}
((A B) C)_{i l} & =\sum_{k=1}^{p}(A B)_{i k} c_{k l}=\sum_{k=1}^{p} \sum_{j=1}^{n} a_{i j} b_{j k} c_{k l} \\
& =\sum_{j=1}^{n} a_{i j} \sum_{k=1}^{p} b_{j k} c_{k l}=\sum_{j=1}^{n} a_{i j}(B C)_{j l} \\
& =(A(B C))_{i l} .
\end{aligned}
$$

This shows $(A B) C$ and $A(B C)$ have the same entries and so 8 is proven. The other parts of the proposition are left to the reader.

Problem 22. Prove the rest of the last proposition.

In the future we will make use of the properties given in Proposition 3.2 without explicitly quoting the Proposition.
3.1.3. The identity matrix, diagonal matrices, and the Kronecker delta. The $n$ by $n$ identity matrix $I_{n}$ in $M_{n \times n}(R)$ is the diagonal matrix with all diagonal elements equal to $1 \in R$ and all off diagonal elements equal to 0 :

$$
I_{n}=\left[\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right]
$$

We will follow a standard convention and denote the entries of $I_{n}$ by $\delta_{i j}$ and call this the Kronecker delta. Explictly

$$
\delta_{i j}= \begin{cases}1, & \text { if } i=j \\ 0, & \text { if } i \neq j\end{cases}
$$

Then if $A \in M_{m \times n}(R)$ is as above then we compute the entries of $I_{m} A$.

$$
\begin{array}{rlr}
\left(I_{m} A\right)_{i k} & =\sum_{j=1}^{m} \delta_{i j} a_{j k} & \text { (all but one term in the sum is zero) } \\
& =a_{i k}=A_{i k} \quad & \text { (the surviving term). }
\end{array}
$$

Therefore $I_{m} A$ and $A$ have the same entries, whence $I_{m} A=A$. A similar calculation shows $A I_{n}=A$. Whence

$$
I_{m} A=A I_{n} \quad \text { for all } \quad A \in M_{m \times n}(R)
$$

So the identity matrices are identities with respect to matrix multiplication.

More generally for $c_{1}, c_{2}, \ldots, c_{n} \in R$ then we can define the diagonal matrix $\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right) \in M_{n \times n}$ with $c_{1}, \ldots, c_{n}$ down the main diagonal and zeros elsewhere. That is

$$
\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)=\left[\begin{array}{ccccc}
c_{1} & 0 & 0 & \cdots & 0 \\
0 & c_{2} & 0 & \cdots & 0 \\
0 & 0 & c_{3} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & c_{n}
\end{array}\right]
$$

In terms of $\delta_{i j}$ the components of $\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ are given by

$$
\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)=\delta_{i j} c_{i}=\delta_{i j} c_{j}
$$

Thus if $D=\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ and $A=\left[a_{i j}\right]$ is an $n \times p$ over $R$ then

$$
\begin{aligned}
(D A)_{i k} & =\sum_{j=1}^{m} c_{i} \delta_{i j} a_{j k} \quad \text { (all but one term in the sum is zero) } \\
& =c_{i} a_{i k}=c_{i} A_{i k} \quad \text { (the surviving term). }
\end{aligned}
$$

and if $B=\left[b_{i j}\right]$ is $m \times n$ then an almost identical calculation gives

$$
(B D)_{i k}=b_{i k} c_{k}=B_{i k} c_{k}
$$

These facts can be stated in a particularly nice form:
Problem 23. Let $D=\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)$. Let $A$ be a matrix with $n$ rows (and any number of columns)

$$
A=\left[\begin{array}{c}
A^{1} \\
A^{2} \\
\vdots \\
A^{n}
\end{array}\right]
$$

Then show mutiplying $A$ on the left by $D$ multiplies the rows of by $c_{1}, c_{2}, \ldots, c_{n}$. That is

$$
D A=\left[\begin{array}{c}
c_{1} A^{1} \\
c_{2} A^{2} \\
\vdots \\
c_{n} A^{n}
\end{array}\right] .
$$

Likewise show that if $B$ has $n$ columns (and any number of rows)

$$
B=\left[B_{1}, B_{2}, \ldots, B_{n}\right]
$$

then multiplying $B$ on the right by $D$ multiplies the columns by $c_{1}, \ldots, c_{n}$. That is

$$
B D=\left[c_{1} B_{1}, c_{2} B_{2}, \ldots, c_{n} B_{n}\right] .
$$

3.1.4. Block matrix multiplication. It is often easier see what is in doing matrix multiplication if the matrices are partitioned into smaller matrices (called blocks). As first example of this we give
3.3. Proposition. Let $R$ be a commutative ring and $A \in M_{m \times n}(R)$, $B \in M_{n \times p}(R)$. Let

$$
A=\left[\begin{array}{c}
A^{1} \\
A^{2} \\
\vdots \\
A^{m}
\end{array}\right]
$$

where $A^{1}, A^{2}, \ldots, A^{m}$ are the rows of $A$ and let

$$
B=\left[B_{1}, B_{2}, \ldots, B_{p}\right]
$$

where $B_{1}, B_{2}, \ldots, B_{p}$ are the columns of $B$. Then

$$
A B=\left[\begin{array}{c}
A^{1} B \\
A^{2} B \\
\vdots \\
A^{m} B
\end{array}\right]=\left[A B_{1}, A B_{2}, \ldots, A B_{p}\right]
$$

That is it is possible to mutiple $B$ (on the left) by $A$ column at a time and if is possible to mutiple $A$ (on the right) by $B$ row at a time.

Problem 24. Prove this. Hint: On way to approach this (which may be a bit formal side form some people) is as follows. Let $k$ th column of $B$ is

$$
B_{k}=\left[\begin{array}{c}
b_{1 k} \\
b_{2 k} \\
\vdots \\
b_{p k}
\end{array}\right]
$$

Then

$$
A B_{k}=\left[\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{n}
\end{array}\right]
$$

where

$$
c_{i}=\sum_{j=1}^{m} a_{i j} b_{j k} .
$$

But then $c_{1}, c_{2}, \ldots, c_{n}$ are the elments of the $k$ th column of $A B$. A similar calculation works for the rows of $A B$.

Let $A \in M_{m \times n}(R)$ and $B \in M_{n \times p}(R)$. Let

$$
m=m_{1}+m_{2}, \quad n=n_{1}+n_{2}, \quad p=p_{1}+p_{2} .
$$

where $m_{i}, n_{i}, p_{i}$ are positive integers. Then write $A$ and $B$ as

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12}  \tag{3.1}\\
A_{21} & A_{22}
\end{array}\right], \quad B=\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right]
$$

where $A_{i j}$ and $B_{i j}$ are matrices of the following sizes

| $A_{11}$ | is | $m_{1} \times n_{1}$ | $B_{11}$ | is |
| :--- | :--- | :--- | :--- | :--- |
| $A_{12}$ | is | $m_{1} \times p_{1}$ |  |  |
| $A_{21}$ | is | $m_{2} \times n_{1}$ | $B_{12}$ | is |
| $n_{1} \times p_{2}$ |  |  |  |  |
| $A_{22}$ | is | $m_{2} \times n_{2}$ | is | $n_{2} \times p_{1}$ |
| $B_{22}$ | is | $n_{2} \times p_{2}$. |  |  |

(Which could be more succinct expressed by saying that $A_{i j}$ is $m_{i} \times n_{j}$ and $B_{i j}$ is $n_{i} \times p_{j}$.) The matrices $A_{i j}$ and $B_{i j}$ are often called blocks or partitions of $A$ and $B$. For example if

$$
A=\left[\begin{array}{lllll}
a_{11} & a_{12} & a_{13} & a_{14} & a_{15} \\
a_{21} & a_{22} & a_{23} & a_{24} & a_{25} \\
a_{31} & a_{32} & a_{33} & a_{34} & a_{35} \\
a_{41} & a_{42} & a_{43} & a_{44} & a_{45}
\end{array}\right]
$$

and $m_{1}=3, m_{2}=1, n_{1}=2$, and $n_{2}=3$ then we split $A$ in to blocks $A_{i j}$ with

$$
\begin{array}{cc}
A_{11}=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}
\end{array}\right], & A_{21}=\left[\begin{array}{ll}
a_{14} & a_{15}
\end{array}\right], \\
A_{21}=\left[\begin{array}{lll}
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33} \\
a_{41} & a_{42} & a_{43}
\end{array}\right], & A_{22}=\left[\begin{array}{ll}
a_{24} & a_{25} \\
a_{34} & a_{35} \\
a_{44} & a_{45}
\end{array}\right] .
\end{array}
$$

3.4. Proposition. Let $A \in M_{m \times n}(R)$ and $B \in M_{n \times p}(R)$ and let $A$ and $B$ be partitioned as in (3.1). Then the product $A B$ can be computed block at a time:

$$
A B=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right]=\left[\begin{array}{ll}
A_{11} B_{11}+A_{12} B_{21} & A_{11} B_{12}+A_{12} B_{22} \\
A_{21} B_{11}+A_{22} B_{21} & A_{21} B_{12}+A_{22} B_{22}
\end{array}\right] .
$$

Problem 25. Prove this. (Depending on your temperment, it may or may not be worth writing out a formal proof. Just thinking hard about you multiply matrices should be enouth to convince you it is true.)

This generalizes to larger numbers of blocks.
Problem 26. Let $A \in M_{m \times n}(R)$ and $B \in M_{n \times p}(R)$ and assume that $A$ and $B$ are partitioned as

$$
A=\left[\begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1 s} \\
A_{21} & A_{22} & \cdots & A_{2 s} \\
\vdots & \vdots & \ddots & \vdots \\
A_{r 1} & A_{m 2} & \cdots & A_{r s}
\end{array}\right], \quad B=\left[\begin{array}{cccc}
B_{11} & B_{12} & \cdots & B_{1 t} \\
B_{21} & B_{22} & \cdots & B_{2 t} \\
\vdots & \vdots & \ddots & \vdots \\
B_{s 1} & B_{s 2} & \cdots & B_{s t}
\end{array}\right]
$$

Then, provided the size of the blocks is such the products invloved are defined,

$$
\begin{aligned}
A B & =\left[\begin{array}{cccc}
A_{11} & A_{12} & \cdots & A_{1 s} \\
A_{21} & A_{22} & \cdots & A_{2 s} \\
\vdots & \vdots & \ddots & \vdots \\
A_{r 1} & A_{m 2} & \cdots & A_{r s}
\end{array}\right]\left[\begin{array}{cccc}
B_{11} & B_{12} & \cdots & B_{1 t} \\
B_{21} & B_{22} & \cdots & B_{2 t} \\
\vdots & \vdots & \ddots & \vdots \\
B_{s 1} & B_{s 2} & \cdots & B_{s t}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
C_{11} & C_{12} & \cdots & C_{1 t} \\
C_{21} & C_{22} & \cdots & C_{2 t} \\
\vdots & \vdots & \ddots & \vdots \\
C_{r 1} & C_{r 2} & \cdots & C_{r t}
\end{array}\right]
\end{aligned}
$$

where each $C_{i k}$ is the sum of matrix products

$$
C_{i k}=\sum_{j=1}^{s} A_{i j} B_{j k}
$$

Prove this. (Again thinking hard about how you multiple matrices may be as productive as writing out a detailed proof.)
3.2. Inverses of matrices. As in the case of matrices over a field inverses of matrices of square matrices with elements in a ring are important. The theory is just enough more complicated to be fun.
3.2.1. The definition and basic properties of inverses. The definition of being invertible is just as one would expect from the case of fields.
3.5. Definition. Let $R$ be a commutative ring and let $A \in M_{n \times n}(R)$. Then $B$ is the inverse of $A$ iff

$$
A B=B A=I_{n}
$$

(Note this is symmetric in $A$ and $B$ so that $A$ is inverse of $B$.) When $A$ has in inverse we say that $A$ is invertible.

If $A$ has an inverse it is unique. For if $B_{1}$ and $B_{2}$ are inverses of $A$ then

$$
B_{1}=B_{1} I_{n}=B_{1}\left(A B_{2}\right)=\left(B_{1} A\right) B_{2}=I_{n} B_{2}=B_{2}
$$

Because of the uniqueness we can write the inverse of $A$ as $A^{-1}$. Note that the symmetry of $A$ and $B$ in the definition of inverse implies that if $A$ is invertible then so is $B=A^{-1}$ and $B^{-1}=A$. That is

$$
\left(A^{-1}\right)^{-1}=A
$$

Before giving examples of invertible matrices we record some elementary properties of invertible matrices and inverses.
3.6. Proposition. Let $R$ be a commutative ring.
(1) If $A, B \in M_{n \times n}(R)$ and both $A$ and $B$ are invertible then so is the product $A B$ and it has inverse

$$
(A B)^{-1}=B^{-1} A^{-1}
$$

(2) If $A \in M_{n \times n}(R)$ is invertible, then for $k=0,1,2, \ldots$ then $A^{k}$ is invertible and

$$
\left(A^{k}\right)^{-1}=\left(A^{-1}\right)^{k} .
$$

From now on we write $A^{-k}$ for $\left(A^{k}\right)^{-1}=\left(A^{-1}\right)^{k}$. (Note this includes the case of $A^{0}=I_{n}$.)
(3) Generalizing both these cases we have that if $A_{1} A_{2}, \ldots, A_{k} \in$ $M_{n \times n}(R)$ are all invertible then so is the product $A_{1} A_{2} \cdots A_{k}$ and

$$
\left(A_{1} A_{2} \cdots A_{k}\right)^{-1}=A_{k}^{-1} A_{k-1}^{-1} \cdots A_{1}^{-1}
$$

Proof. If $A, B$ are both invertible then set $C=B^{-1} A^{-1}$ and compute

$$
(A B) C=A B B^{-1} A^{-1}=A I_{n} A^{-1}=A A^{-1}=I_{n}
$$

and

$$
C(A B)=B^{-1} A^{-1} A B=B^{-1} I_{n} B=B^{-1} B=I_{n} .
$$

Thus $C$ is the inverse of $A B$ as required. The other two parts of the proposition follow by repeated use of the first part (or by induction if you like being a bit more formal).
3.2.2. Inverses of $2 \times 2$ matrices. We now give some examples of invertible matrices. First if $A:=\left[\begin{array}{cc}a_{1} & 0 \\ 0 & a_{2}\end{array}\right] \in M_{2 \times 2}(R)$ is a $2 \times 2$ diagonal matrix and both $a_{1}$ and $a_{2}$ are units (that is have inverses in $R$ ) then $A^{-1}$ exists and is given by $A^{-1}=\left[\begin{array}{cc}a_{1}^{-1} & 0 \\ 0 & a_{2}^{-1}\end{array}\right]$. But if either of $a_{1}$ or $a_{2}$ are not units then $A$ will not have an inverse in $M_{2 \times 2}(R)$. As a concrete example let $R=\mathbf{Z}$ be the integers and let

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & 2
\end{array}\right]
$$

Then if $A^{-1}$ existed it would have to be given by

$$
A^{-1}=\left[\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{2}
\end{array}\right]
$$

but the entries of this are not all integers so $A$ has no inverse in $M_{2 \times 2}(\mathbf{Z})$. More generally it is not hard to understand when a $2 \times 2$ matrix has an inverse. (The following is a special case of Theorem 4.21 below.)
3.7. Theorem. Let $R$ be a commutative ring and let $A=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right] \in$ $M_{2 \times 2}(R)$. Then $A$ has in inverse in $M_{n \times n}(R)$ if and only if $\operatorname{det}(A)=$ $(a d-b c)$ is a unit. In this case the inverse is given by

$$
A^{-1}=(a d-b c)^{-1}\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right] .
$$

Proof. Set $B=\left[\begin{array}{cc}d & -b \\ -c & a\end{array}\right]$ and compute

$$
A B=\left[\begin{array}{ll}
a & b  \tag{3.2}\\
c & d
\end{array}\right]\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right]=\left[\begin{array}{cc}
a d-b c & 0 \\
0 & a d-b c
\end{array}\right]=(a d-b c) I_{2}
$$

and

$$
B A=\left[\begin{array}{cc}
d & -b  \tag{3.3}\\
-c & a
\end{array}\right]\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]=\left[\begin{array}{cc}
a d-b c & 0 \\
0 & a d-b d
\end{array}\right]=(a d-b c) I_{2}
$$

Therefore if $(a d-b c)$ is a unit, then $(a d-b c)^{-1} \in R$ and so ( $a d-$ $b c)^{-1} B \in M_{2 \times 2}(R)$. Thus multiplying (3.2) and (3.3) by $(a d-b c)^{-1}$ gives that $\left((a d-b c)^{-1} B\right) A=A\left((a d-b c)^{-1} B\right)=I_{2}$ and thus $(a d-$ $b c)^{-1} B$ is the inverse of $A$.

Conversely if $A^{-1}$ exists then we use that the determinant of a product is the product of the determinants (a fact we will prove later. See 4.16) to conclude

$$
1=\operatorname{det}\left(A^{-1} A\right)=\operatorname{det}\left(A^{-1}\right) \operatorname{det}(A)
$$

but this implies that $\operatorname{det}(A)$ is a unit in $R$ with inverse $\operatorname{det}\left(A^{-1}\right)$.
3.2.3. Inverses of diagonal matrices. Another easy case class of matrices to understand form the point of view of inverses is the diagonal matrices.
3.8. Theorem. Let $R$ be a commutative ring, then a diagonal matrix $D=\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in M_{n \times n}(R)$ is invertible if and only if all the diagonal elements $a_{1}, a_{2}, \ldots, a_{n}$ are units in $R$.

Proof. One direction is clear. If all the elements $a_{1}, a_{2}, \ldots, a_{n}$ are units in $R$ then the inverse of $D$ exists and is given by

$$
D^{-1}=\operatorname{diag}\left(a_{1}^{-1}, a_{2}^{-1}, \ldots, a_{n}^{-1}\right)
$$

Conversely assume that $D$ has an inverse. As $D$ is diagonal its elements are of the form $D_{i j}=a_{i} \delta_{i j}$ where $\delta_{i j}$ the Kronecker delta. Let
$B=\left[b_{i j}\right] \in M_{n \times n}(R)$ be the inverse of $D$. Then $B D=I_{n}$. As the entries of $I_{n}$ are $\delta_{i j}$ the equation $I_{n}=B D$ is equivalent to

$$
\delta_{i k}=\sum_{j=1}^{n} b_{i j} D_{j k}=\sum_{j=1}^{n} b_{i j} a_{j} \delta_{j k}=b_{i k} a_{k}
$$

Letting $k=i$ in this leads to $1=\delta_{i i}=b_{i i} a_{i}$. Therefore $a_{i}$ has an inverse in $R: a_{i}^{-1}=b_{i i}$. Thus all the diagonal elements $a_{1}, a_{2}, \ldots, a_{n}$ of $D$ are units.

### 3.2.4. Nilpotent matrices and inverses of triangular matrices.

3.9. Definition. A matrix $N \in M_{n \times n}$ is nilpotent iff there is an $m \geq 1$ so that $N^{m}=0$. If $m$ is the smallest positive integer for which $N^{m}=0$ we call $m$ the index of nilpotency of $N$.
3.10. Remark. The rest of the material on finding inverses of matrices is a (hopefully interesting) aside and is not essential to the rest of these notes and you can skip to directly to Section 4.1 on Page 32. (However the definition of nilpotent is important and you should make a point of knowing it.)
3.11. Proposition. If $R$ is a commutative ring and $N \in M_{n \times n}(R)$ is nilpotent with nilpotency index $n$, then $I-N$ is invertible with inverse

$$
(I-N)^{-1}=I+N+N^{2}+\cdots+N^{m-1}
$$

(By replacing $N$ by $-N$ we see that $I+N$ is also invertible and has inverse

$$
(I+N)^{-1}=I-N+N^{2}-N^{3}+\cdots(-1)^{m-1} N^{m-1} .
$$

Problem 27. Prove this. Hint: Set $B=I+N+N^{2}+\cdots+N^{m-1}$ and compute directly that $(I-N) B=B(I-N)=I$
3.12. Remark. Recall from calculus that if $a \in \mathbf{R}$ has $|a|<1$ then the inverse $1 /(1-a)$ can be computed by the geometric series

$$
\frac{1}{1-a}=1+a+a^{2}+a^{3}+\cdots=\sum_{k=0}^{\infty} a^{k} .
$$

The formula above for $(I-N)^{-1}$ can be "derived" from this by just letting $a=N$ in the series for $1 /(1-a)$ an using that $N^{k}=0$ for $k \geq m$.

We now give examples of nilpotent matrices. Recall that a matrix $A \in M_{n \times n}(R)$ is upper triangular iff all the elements of $A$ below the
main diagonal are zero. That is if $A$ is of the form

$$
A=\left[\begin{array}{cccccc}
a_{11} & a_{12} & a_{13} & \cdots & a_{1 n-1} & a_{1 n} \\
0 & a_{22} & a_{23} & \cdots & a_{2 n-1} & a_{2 n} \\
0 & 0 & a_{33} & \cdots & a_{3 n-1} & a_{3 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & a_{n-1 n-1} & a_{n-1 n} \\
0 & 0 & 0 & \cdots & 0 & a_{n n}
\end{array}\right]
$$

More formally

$$
A=\left[a_{i j}\right] \text { is upper triangular } \Longleftrightarrow a_{i j}=0 \text { for } i>j
$$

Also recall that a matrix $B$ is strictly upper triangular iff all the elements of $B$ on or below the main diagonal of $B$ are zero. (Thus being strictly upper triangular differs from just being upper triangular by the extra requirment of having the diagonal elmements vanish). So if $B$ is strictly upper triangular it is of the form

$$
B=\left[\begin{array}{cccccc}
0 & a_{12} & a_{13} & \cdots & a_{1 n-1} & a_{1 n} \\
0 & 0 & a_{23} & \cdots & a_{2 n-1} & a_{2 n} \\
0 & 0 & 0 & \cdots & a_{3 n-1} & a_{3 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & a_{n-1 n} \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right] .
$$

Again we can be formal:

$$
B=\left[b_{i j}\right] \text { is strictly upper triangular } \quad \Longleftrightarrow \quad b_{i j}=0 \text { for } i \geq j
$$

We define lower triangular and strictly lower triangular matrices in an exactly analogous manner.

We now will show, as an application of block matirx multiplication, that a strictly upper triangular matrix is nilpotent.
3.13. Proposition. Let $R$ be a commutative ring and let $A \in M_{n \times n}(R)$ be either strictly upper triangular or strictly lower triangular. Then $A$ is nilpotent. In fact $A^{n}=0$.

Proof. We will do the proof for strictly upper triangular matrices, the proof for strictly lower triangular matrices being just about idential. The proof is by induction on $n$. When $n=2$ a strictly upper triangular matrix $A \in M_{2 \times 2}(R)$ is of the form $A=\left[\begin{array}{ll}0 & a \\ 0 & 0\end{array}\right]$ for some $a \in R$. But then

$$
A^{2}=\left[\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
0 & a \\
0 & 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
$$

This is the base case for the induction. Now assume that the result holds for all $n \times n$ strictly upper triangular matrices and let $A$ be a strictly upper triangular $(n+1) \times(n+1)$ matrix. We write $A$ as a block matrix

$$
A=\left[\begin{array}{ll}
B & v \\
0 & 0
\end{array}\right]
$$

where $B$ is $n \times n, v$ is $n \times 1$, the first 0 in the bottom is $1 \times n$ and the second 0 is $1 \times 1$. As $A$ is strictly upper triangular the same will be true for $B$. As $B$ is $n \times n$ we have by the induction hypothesis that $B^{n}=0$. Now compute

$$
\begin{aligned}
A^{2} & =\left[\begin{array}{ll}
B & v \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
B & v \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
B^{2} & B v \\
0 & 0
\end{array}\right] \\
A^{3} & =A A^{2}=\left[\begin{array}{ll}
B & v \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
B^{2} & B v \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
B^{3} & B^{2} v \\
0 & 0
\end{array}\right] \\
A^{4} & =A A^{3}=\left[\begin{array}{ll}
B & v \\
0 & 0
\end{array}\right]\left[\begin{array}{cc}
B^{3} & B^{2} v \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
B^{4} & B^{3} v \\
0 & 0
\end{array}\right] \\
\vdots & \vdots \\
A^{n+1} & =\left[\begin{array}{cc}
B^{n+1} & B^{n} v \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & 0
\end{array}\right] .
\end{aligned}
$$

This closes the induction and completes the proof.

We can now give another example of invertible matrices.
3.14. Theorem. Let $R$ be a commutative ring and let $A \in M_{n \times n}(R)$ be upper triangular and assume that all the diagonal elements $a_{i i}$ of $A$ are units. Then $A$ is invertible. (Likewise a lower triangular matrix that has units along its diagonal is invertible.)
3.15. Remark. The proof below is probably not the "best" proof, but it illustrates ideas that are useful elsewhere. The standard proof is to just back solve in usual manner. In doing this one only needs to divide by the diagonal elements and so the calculations works just as it does over a field. A $3 \times 3$ example should make this clear. Let

$$
A=\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
0 & a_{22} & a_{23} \\
0 & 0 & a_{33}
\end{array}\right]
$$

The to find the inverse of $A$ we form the matrix $\left[A I_{3}\right]$ and row reduce. This is

$$
\left[A I_{3}\right]=\left[\begin{array}{cccccc}
a_{11} & a_{12} & a_{13} & 1 & 0 & 0 \\
0 & a_{22} & a_{23} & 0 & 1 & 0 \\
0 & 0 & a_{33} & 0 & 0 & 1
\end{array}\right]
$$

Row reducing this to echelon form only involves division by the elments $a_{11}, a_{22}$, and $a_{33}$ and as we are assuming that this are units the elements $a_{11}^{-1}, a_{22}^{-1}$, and $a_{33}^{-1}$ exist. If you do the calculation you should get

$$
A^{-1}:=\left[\begin{array}{ccc}
\frac{1}{a_{11}} & -\frac{a_{12}}{a_{11} a_{22}} & \frac{a_{12} a_{23}-a_{13} a_{22}}{a_{11} a_{22} a_{33}} \\
0 & \frac{1}{a_{22}} & -\frac{a_{23}}{a_{22} a_{33}} \\
0 & 0 & \frac{1}{a_{33}}
\end{array}\right]
$$

The same pattern holds in higher dimensions.
Proof. Let $A$ be upper triangular and let $D=\operatorname{diag}\left(a_{11}, a_{22}, \ldots, a_{n n}\right)$ be the diagonal part of $A$, that is the diagonal matrix that has the same entries down the diagonal as $A$. We now factor $A$ into a product $D\left(I_{n}+N\right)$ where $N$ is upper triangular and thus nilpotent. The idea is that $A=D\left(D^{-1} A\right)$ and a multiplication by on the left by the diagonal matrix $D^{-1}$ multiplies the rows by $a 11^{-1}, a_{22}^{-1}, \ldots, a_{n n}^{-1}$ the matrix $D^{-1} A$ will have 1's down the main diagonal We can therefore write $D^{-1} A$ as the sum of the identity $I_{n}$ and a strictly upper triangular matrix. Explicitly:

$$
\begin{aligned}
A & =\left[\begin{array}{cccccc}
a_{11} & a_{12} & a_{13} & \cdots & a_{1 n-1} & a_{1 n} \\
0 & a_{22} & a_{23} & \cdots & a_{2 n-1} & a_{2 n} \\
0 & 0 & a_{33} & \cdots & a_{3 n-1} & a_{3 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & a_{n-1 n-1} & a_{n-1 n} \\
0 & 0 & 0 & \cdots & 0 & a_{n n}
\end{array}\right] \\
& =D\left[\begin{array}{cccccc}
1 & a_{12} & a_{13} / a_{11} & \cdots & a_{1 n-1} / a_{11} & a_{1 n} / a_{11} \\
0 & 1 & a_{23} / a_{22} & \cdots & a_{2 n-1} / a_{22} & a_{2 n} / a_{22} \\
0 & 0 & 1 & \cdots & a_{3 n-1} / a_{33} & a_{3 n} / a_{33} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & a_{n-1 n} / a_{n-1 n-1} \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& =D\left(\left[\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right]\right. \\
& \\
& \left.+\left[\begin{array}{cccccc}
0 & a_{12} & a_{13} / a_{11} & \cdots & a_{1 n-1} / a_{11} & a_{1 n} / a_{11} \\
0 & 0 & a_{23} / a_{22} & \cdots & a_{2 n-1} / a_{22} & a_{2 n} / a_{22} \\
0 & 0 & 0 & \cdots & a_{3 n-1} & a_{3 n} / a_{33} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & a_{n-1 n} / a_{n-1 n-1} \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right]\right) \\
& =D\left(I_{n}+N\right)
\end{aligned}
$$

where the matrix $N$ is clearly strictly upper triangular. The diagonal matrix $D$ is invertible by Theorem 3.8 and $I_{n}+N$ is invertible by Proposition 3.13 and Proposition 3.11. Thus the product is invertible. In fact we have (using Proposition 3.11)

$$
A^{-1}=\left(I_{n}+N\right)^{-1} D^{-1}=\left(I-N+N^{2}-N^{3}+\cdots(-1)^{n-1} N^{n-1}\right) D^{-1}
$$

This completes the proof.

## 4. Determinants

4.1. Alternating $n$ linear functions on $M_{n \times n}(R)$. We now derive the basic properties of determinants of matrices by showing that they are the unique $n$-linear alternating functions defined on $M_{n \times n}(R)$ that take the value 1 on the identity matrices. As I am assuming that you have seen determinants is some form or another before, this presentation will be rather brief and many of the details will be left to the reader. We start by defining these terms just used.

Let $R^{n}$ be the set of length $n$ column vectors with elements in the ring $R$. Then an element $A \in M_{n \times n}(R)$ can be thought as $A=$ [ $\left.A_{1}, A_{2}, \ldots, A_{n}\right]$ where $A_{1}, A_{2}, \ldots, A_{n}$ are the columns of $A$ so that each $A_{j} \in R^{n}$. That is if

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right]
$$

Then $A=\left[A_{1}, A_{2}, \ldots, A_{n}\right]$ where

$$
A_{1}=\left[\begin{array}{c}
a_{11} \\
a_{21} \\
\vdots \\
a_{n 1}
\end{array}\right], A_{2}=\left[\begin{array}{c}
a_{12} \\
a_{22} \\
\vdots \\
a_{n 2}
\end{array}\right], \ldots, A_{j}=\left[\begin{array}{c}
a_{1 j} \\
a_{2 j} \\
\vdots \\
a_{n j}
\end{array}\right], \ldots, A_{n}=\left[\begin{array}{c}
a_{1 n} \\
a_{2 n} \\
\vdots \\
a_{n n}
\end{array}\right]
$$

The following isolates one of the basic properties of determinants, that they are linear functions of each of their columns.
4.1. Definition. A function $f: M_{n \times n}(R) \rightarrow R$ is $n$ linear over $R$ iff it is a linear function of each of its columns if the other $n-1$ columns are kept fixed. For the first column this means that if $A_{1}^{\prime}, A_{1}^{\prime \prime}, A_{2}, \ldots, A_{n} \in$ $M_{n \times n}(R)$ and $c^{\prime}, c^{\prime \prime} \in R$, then

$$
\begin{aligned}
f\left(c^{\prime} A_{1}^{\prime}+c^{\prime \prime} A_{1}^{\prime \prime},\right. & \left.A_{2}, A_{3}, \ldots, A_{n}\right) \\
& =c^{\prime} f\left(A_{1}^{\prime}, A_{2}, A_{3}, \ldots, A_{n}\right)+c^{\prime \prime} f\left(A_{1}^{\prime \prime}, A_{2}, A_{3}, \ldots, A_{n}\right)
\end{aligned}
$$

For the second column this means that if $A_{1}, A_{2}^{\prime}, A_{2}^{\prime \prime}, A_{3}, \ldots, A_{n} \in$ $M_{n \times n}(R)$ and $c^{\prime}, c^{\prime \prime} \in R$, then

$$
\begin{aligned}
& f\left(A_{1}, c^{\prime} A_{2}^{\prime}+c^{\prime \prime} A_{2}^{\prime \prime}, A_{3}, \ldots, A_{n}\right) \\
& \quad=c^{\prime} f\left(A_{1}, A_{2}^{\prime}, A_{3}, \ldots, A_{n}\right)+c^{\prime \prime} f\left(A_{1}, A_{2}^{\prime \prime}, A_{3}, \ldots, A_{n}\right)
\end{aligned}
$$

And so on for the rest of the columns.
One way to think of this definition is that a function $f: M_{n \times n}(R) \rightarrow$ $R$ is one that can be expanded down any of its columns. Instead of trying to make this precise we just give a couple of examples. First consider the $2 \times 2$ case. That is

$$
A=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]=\left[\left[\begin{array}{l}
a_{11} \\
a_{21}
\end{array}\right],\left[\begin{array}{l}
a_{12} \\
a_{22}
\end{array}\right]\right]=\left[a_{11}\left[\begin{array}{l}
1 \\
0
\end{array}\right]+a_{21}\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{l}
a_{12} \\
a_{22}
\end{array}\right]\right] .
$$

So if $f: M_{2 \times 2}(R) \rightarrow R$ is 2 linear over $R$ then

$$
\begin{aligned}
f(A) & =f\left(\left[a_{11}\left[\begin{array}{l}
1 \\
0
\end{array}\right]+a_{21}\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{l}
a_{12} \\
a_{22}
\end{array}\right]\right]\right) \\
& =a_{11} f\left(\left[\left[\begin{array}{l}
1 \\
0
\end{array}\right],\left[\begin{array}{l}
a_{12} \\
a_{22}
\end{array}\right]\right]\right)+a_{21} f\left(\left[\left[\begin{array}{l}
0 \\
1
\end{array}\right],\left[\begin{array}{l}
a_{12} \\
a_{22}
\end{array}\right]\right]\right) \\
& =a_{11} f\left(\left[\begin{array}{ll}
1 & a_{12} \\
0 & a_{22}
\end{array}\right]\right)+a_{21} f\left(\left[\begin{array}{ll}
0 & a_{12} \\
1 & a_{22}
\end{array}\right]\right)
\end{aligned}
$$

Likewise

$$
A=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]=\left[\left[\begin{array}{l}
a_{11} \\
a_{21}
\end{array}\right], a_{12}\left[\begin{array}{l}
1 \\
0
\end{array}\right]+a_{22}\left[\begin{array}{l}
0 \\
1
\end{array}\right]\right]
$$

implies that

$$
f(A)=a_{12} f\left(\left[\begin{array}{ll}
a_{11} & 1 \\
a_{21} & 0
\end{array}\right]\right)+a_{22} f\left(\left[\begin{array}{ll}
a_{11} & 0 \\
a_{21} & 1
\end{array}\right]\right)
$$

For $n=3$, let $A \in M_{3 \times 3}(R)$ be given by

$$
A:=\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

Using that

$$
\left[\begin{array}{l}
a_{11} \\
a_{21} \\
a_{31}
\end{array}\right]=a_{11}\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]+a_{21}\left[\begin{array}{l}
0 \\
1 \\
0
\end{array}\right]+a_{31}\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right]
$$

we find that if $f: M_{3 \times 3}(R)$ is 3 linear over $R$ then

$$
\begin{aligned}
f(A)= & f\left(\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\right) \\
= & a_{11} f\left(\left[\begin{array}{lll}
1 & a_{12} & a_{13} \\
0 & a_{22} & a_{23} \\
0 & a_{32} & a_{33}
\end{array}\right]\right)+a_{21} f\left(\left[\begin{array}{lll}
0 & a_{12} & a_{13} \\
1 & a_{22} & a_{23} \\
0 & a_{32} & a_{33}
\end{array}\right]\right) \\
& +a_{31} f\left(\left[\begin{array}{lll}
0 & a_{12} & a_{13} \\
0 & a_{22} & a_{23} \\
1 & a_{32} & a_{33}
\end{array}\right]\right)
\end{aligned}
$$

with corresponding formulas for expanding down the second or third columns.

We now isolate another of the determinant's essential properties.
4.2. Definition. Let $f: M_{n \times n}(R) \rightarrow R$ be $n$ linear over $R$. Then $f$ is alternating iff whenever two columns of $A$ are equal then $f(A)=0$. That is if $A=\left[A_{1}, A_{2}, \ldots, A_{n}\right]$ and $A_{j}=A_{k}$ for some $j \neq k$ then $f(A)=0$.

This implies another familiar property of determinants.
4.3. Proposition. Let $f: M_{n \times n}(R) \rightarrow R$ be $n$ linear over $R$ and alternating. Then for $A \in M_{n \times n}(R)$ interchanging two columns of $A$ changes the sign of $f(A)$. Explicitly for the first two columns of $A$ this means that

$$
f\left(\left[A_{2}, A_{1}, A_{3}, A_{4}, \ldots, A_{n}\right]\right)=-f\left(\left[A_{1}, A_{2}, A_{3}, A_{4}, \ldots, A_{n}\right]\right)
$$

More generally we have

$$
f\left(\left[\ldots, A_{k}, \ldots, A_{j}, \ldots\right]\right)=-f\left(\left[\ldots, A_{i}, \ldots, A_{k}, \ldots\right]\right)
$$

where $\left[\ldots, A_{k}, \ldots, A_{j}, \ldots\right]$ and $\left[\ldots, A_{j}, \ldots, A_{k}, \ldots\right]$ only differ by having the $j$-th and $k$-th columns interchanged.

Proof. We first look at the case of the first two columns. Let $A=$ $\left[A_{1}, A_{2}, A_{3}, \ldots, A_{n}\right]$. Consider the matrix $\left[A_{1}+A_{2}, A_{1}+A_{2}, A_{3}, \ldots, A_{n}\right]$ which as its first two columns $A_{1}+A_{2}$ and the rest of its columns the same as the corresponding columns of $A$. Then as two columns equal we have $f\left(\left[A_{1}+A_{2}, A_{1}+A_{2}, A_{3}, \ldots, A_{n}\right]\right)=0$. Likewise $f\left(\left[A_{1}, A_{1}, A_{3}, \ldots, A_{n}\right]\right)=0$ and $f\left(\left[A_{2}, A_{2}, A_{3}, \ldots, A_{n}\right]\right)$. Using these facts and that $f$ is $n$ linear over $R$ we find

$$
\begin{aligned}
0= & f\left(\left[A_{1}+A_{2}, A_{1}+A_{2}, A_{3}, \ldots, A_{n}\right]\right) \\
= & f\left(\left[A_{1}, A_{1}+A_{2}, A_{3}, \ldots, A_{n}\right]\right)+f\left(\left[A_{2}, A_{1}+A_{2}, A_{3}, \ldots, A_{n}\right]\right) \\
= & f\left(\left[A_{1}, A_{1}, A_{3}, \ldots, A_{n}\right]\right)+f\left(\left[A_{1}, A_{2}, A_{3}, \ldots, A_{n}\right]\right) \\
& \quad+f\left(\left[A_{2}, A_{1}, A_{3}, \ldots, A_{n}\right]\right)+f\left(\left[A_{2}, A_{2}, A_{3}, \ldots, A_{n}\right]\right) \\
= & 0+f\left(\left[A_{1}, A_{2}, A_{3}, \ldots, A_{n}\right]\right)+f\left(\left[A_{2}, A_{1}, A_{3}, \ldots, A_{n}\right]\right)+0 \\
= & f\left(\left[A_{1}, A_{2}, A_{3}, \ldots, A_{n}\right]\right)+f\left(\left[A_{2}, A_{1}, A_{3}, \ldots, A_{n}\right]\right)
\end{aligned}
$$

This implies

$$
f\left(\left[A_{2}, A_{1}, A_{3}, \ldots, A_{n}\right]\right)=-f\left(\left[A_{1}, A_{2}, A_{3}, \ldots, A_{n}\right]\right)
$$

as required.
The case for general columns is the same, just messier notationally. For those of you who are gluttons for punishment here it is. Let $A=\left[\ldots, A_{j}, \ldots, A_{k}, \ldots\right]$. Then all three of the matrices $\left[\ldots, A_{j}+A_{k}, \ldots, A_{j}+A_{k}, \ldots\right], \quad\left[\ldots, A_{j}, \ldots, A_{j}, \ldots\right]$, and $\left[\ldots, A_{k}, \ldots, A_{k}, \ldots\right]$ have repeated columns and therefore

$$
\begin{aligned}
f\left(\left[\ldots, A_{j}+A_{k}, \ldots, A_{j}+A_{k}, \ldots\right]\right) & =f\left(\left[\ldots, A_{j}, \ldots, A_{j}, \ldots\right]\right) \\
& =f\left(\left[\ldots, A_{k}, \ldots, A_{k}, \ldots\right]\right)=0 .
\end{aligned}
$$

Again using this and that $f$ is $n$ linear over $R$ we have

$$
\begin{aligned}
0= & f\left(\left[\ldots, A_{j}+A_{k}, \ldots, A_{j}+A_{k}, \ldots\right]\right) \\
= & f\left(\left[\ldots, A_{j}, \ldots, A_{j}+A_{k}, \ldots\right]\right)+f\left(\left[\ldots, A_{k}, \ldots, A_{j}+A_{k}, \ldots\right]\right) \\
= & f\left(\left[\ldots, A_{j}, \ldots, A_{j}, \ldots\right]\right)+f\left(\left[\ldots, A_{j}, \ldots, A_{k}, \ldots\right]\right) \\
& +f\left(\left[\ldots, A_{k}, \ldots, A_{j}, \ldots\right]\right)+f\left(\left[\ldots, A_{k}, \ldots, A_{k}, \ldots\right]\right) \\
= & 0+f\left(\left[\ldots, A_{j}, \ldots, A_{k}, \ldots\right]\right)+f\left(\left[\ldots, A_{k}, \ldots, A_{j}, \ldots\right]\right)+0 \\
= & f\left(\left[\ldots, A_{j}, \ldots, A_{k}, \ldots\right]\right)+f\left(\left[\ldots, A_{k}, \ldots, A_{j}, \ldots\right]\right)
\end{aligned}
$$

which implies

$$
f\left(\left[\ldots, A_{k}, \ldots, A_{j}, \ldots\right]\right)=-f\left(\left[\ldots, A_{j}, \ldots, A_{k}, \ldots\right]\right)
$$

and completes the proof.
4.1.1. Uniqueness of alternating $n$ linear functions on $M_{n \times n}(R)$ for $n=$ 2,3 . We now find all alternating $f: M_{n \times n}(R) \rightarrow R$ that are $n$ linear over $R$ for some small values of $n$. Toward this end let $e_{1}, e_{2}, \ldots, e_{n}$ be the standard basis of $R^{n}$. That is

$$
e_{1}=\left[\begin{array}{c}
1 \\
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right], e_{2}=\left[\begin{array}{c}
0 \\
1 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right], e_{3}=\left[\begin{array}{c}
0 \\
0 \\
1 \\
\vdots \\
0 \\
0
\end{array}\right], \ldots, e_{n-1}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
1 \\
0
\end{array}\right], e_{n}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right] .
$$

Let's look at the case of $n=2$. Let $f: M_{2 \times 2}(R) \rightarrow R$ be alternating and 2 linear over $R$. Let $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right] \in M_{2 \times 2}(R)$. Then we can write $A=\left[A_{1}, A_{2}\right]$ where the columns of $A$ are

$$
A_{1}=\left[\begin{array}{l}
a_{11} \\
a_{21}
\end{array}\right]=a_{11} e_{1}+a_{21} e_{2}, \quad A_{2}=\left[\begin{array}{l}
a_{12} \\
a_{22}
\end{array}\right]=a_{12} e_{1}+a_{22} e_{2}
$$

Therefore, using $f\left(e_{1}, e_{1}\right)=f\left(e_{2}, e_{2}\right)=0$ and $f\left(e_{2}, e_{1}\right)=-f\left(e_{1}, e_{2}\right)$, we find

$$
\begin{aligned}
f(A)= & f\left(\left[A_{1}, A_{2}\right]\right)=f\left(a_{11} e_{1}+a_{21} e_{2}, a_{12} e_{1}+a_{22} e_{2}\right) \\
= & a_{11} f\left(e_{1}, a_{12} e_{1}+a_{22} e_{2}\right)+a_{21} f\left(e_{2}, a_{12} e_{1}+a_{22} e_{2}\right) \\
= & a_{11} a_{12} f\left(e_{1}, e_{1}\right)+a_{11} a_{22} f\left(e_{1}, e_{2}\right) \\
& \quad+a_{21} a_{12} f\left(e_{2}, e_{1}\right)+a_{21} a_{22} f\left(e_{2}, e_{2}\right) \\
= & a_{11} a_{22} f\left(e_{1}, e_{2}\right)+a_{21} a_{12} f\left(e_{2}, e_{1}\right) \\
= & a_{11} a_{22} f\left(e_{1}, e_{2}\right)-a_{21} a_{12} f\left(e_{1}, e_{2}\right) \\
= & \left(a_{11} a_{22}-a_{21} a_{12}\right) f\left(e_{1}, e_{2}\right) .
\end{aligned}
$$

Now note that $\left[e_{1}, e_{2}\right]=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]=I_{2}$. Thus our calculation of $f(A)$ can be summarized as
4.4. Proposition. Let $f: M_{2 \times 2}(R) \rightarrow R$ be 2 linear and alternating. Then

$$
\begin{equation*}
f(A)=\left(a_{11} a_{22}-a_{21} a_{12}\right) f\left(I_{2}\right)=f\left(I_{2}\right) \operatorname{det}(A) \tag{4.1}
\end{equation*}
$$

Let's try the same thing when $n=3$. Let

$$
A=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

so that the columns of $A=\left[A_{1}, A_{2}, A_{3}\right]$ are

$$
\begin{aligned}
& A_{1}=a_{11} e_{1}+a_{21} e_{2}+a_{31} e_{3}, \\
& A_{2}=a_{12} e_{1}+a_{22} e_{2}+a_{32} e_{3}, \\
& A_{3}=a_{13} e_{1}+a_{23} e_{2}+a_{33} e_{3} .
\end{aligned}
$$

Now we can expand $f(A)$ as we did in the $n=2$ case. In doing this expansion we can drop all terms such as $f\left(e_{1}, e_{1}, e_{3}\right)$ or $f\left(e_{2}, e_{1}, e_{2}\right)$ that have a repeated factor as these will vanish as $f$ is alternating. The reult will be that there are only 6 terms that survive

$$
\begin{align*}
f(A)= & f\left(a_{11} e_{1}+a_{21} e_{2}+a_{31} e_{3}, a_{12} e_{1}+a_{22} e_{2}+a_{32} e_{3}, a_{13} e_{1}+a_{23} e_{2}+a_{33} e_{3}\right) \\
= & a_{11} a_{22} a_{33} f\left(e_{1}, e_{2}, e_{3}\right)+a_{21} a_{32} a_{13} f\left(e_{2}, e_{3}, e_{1}\right)+a_{31} a_{12} a_{23} f\left(e_{3}, e_{1}, e_{2}\right) \\
& \quad+a_{21} a_{12} a_{33} f\left(e_{2}, e_{1}, e_{3}\right) a_{11} a_{32} a_{23} f\left(e_{1}, e_{3}, e_{2}\right)+a_{31} a_{22} a_{13} f\left(e_{3}, e_{2}, e_{1}\right) \tag{4.2}
\end{align*}
$$

We now use the altenating property to simplify farther.

$$
\begin{aligned}
& f\left(e_{2}, e_{3}, e_{1}\right)=-f\left(e_{1}, e_{3}, e_{2}\right)=f\left(e_{1}, e_{2}, e_{3}\right) \\
& f\left(e_{3}, e_{1}, e_{2}\right)=-f\left(e_{2}, e_{1}, e_{3}\right)=f\left(e_{1}, e_{2}, e_{3}\right) \\
& f\left(e_{2}, e_{1}, e_{3}\right)=-f\left(e_{1}, e_{2}, e_{3}\right) \\
& f\left(e_{1}, e_{3}, e_{2}\right)=-f\left(e_{1}, e_{2}, e_{3}\right) \\
& f\left(e_{3}, e_{2}, e_{1}\right)=-f\left(e_{1}, e_{2}, e_{3}\right) .
\end{aligned}
$$

Using these in the expansion (4.2) gives

$$
\begin{aligned}
f(A)= & \left(a_{11} a_{22} a_{33}+a_{21} a_{32} a_{13}+a_{31} a_{12} a_{23}\right. \\
& \left.\quad-a_{21} a_{12} a_{33}-a_{11} a_{32} a_{23}-a_{31} a_{22} a_{13}\right) f\left(e_{1}, e_{2}, e_{3}\right) \\
= & \operatorname{det}(A) f\left(e_{1}, e_{2}, e_{3}\right)
\end{aligned}
$$

But again

$$
\left[e_{1}, e_{2}, e_{3}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]=I_{3}
$$

And so this calculation can also be summarized as
4.5. Proposition. Let $f: M_{3 \times 3}(R) \rightarrow R$ be 3 linear and alternating. Then

$$
\begin{equation*}
f(A)=f\left(I_{3}\right) \operatorname{det}(A) \tag{4.3}
\end{equation*}
$$

4.1.2. Application of the uniqueness result. We now show that for $A, B \in M_{3 \times 3}(R)$ that $\operatorname{det}(B A)=\operatorname{det}(B) \operatorname{det}(A)$. Toward this end fix $B \in M_{3 \times 3}(R)$ and define $f_{B}: M_{3 \times 3}(R) \rightarrow R$ by

$$
f_{B}(A)=\operatorname{det}(B A)
$$

Writing $A$ in terms of its columns $A=\left[A_{1}, A_{2}, A_{3}\right]$ the product $B A$ then has columns $B A=\left[B A_{1}, B A_{2}, B A_{3}\right]$. Thus $f_{B}(A)$ can be written as

$$
f_{B}(A)=f_{B}\left(A_{1}, A_{2}, A_{3}\right)=\operatorname{det}\left(B A_{1}, B A_{2}, B A_{3}\right)
$$

We know that det is a linear function of each of its columns. Thus for $c^{\prime}, c^{\prime \prime} \in \mathbf{F}$ and $A_{1}^{\prime}, A_{1}^{\prime \prime} \in \mathbf{R}^{3}$ we have

$$
\begin{aligned}
f_{B}\left(c^{\prime} A_{1}^{\prime}+c^{\prime \prime} A_{1}^{\prime \prime}, A_{2}, A_{3}\right)= & \operatorname{det}\left(B\left(c^{\prime} A_{1}^{\prime}+c^{\prime \prime} A_{1}^{\prime \prime}\right), B A_{2}, B A_{3}\right) \\
= & \operatorname{det}\left(c^{\prime} B A_{1}^{\prime}+c^{\prime \prime} B A_{1}^{\prime \prime}, B A_{2}, B A_{3}\right) \\
= & c^{\prime} \operatorname{det}\left(B A_{1}^{\prime}+, B A_{2}, B A_{3}\right) \\
& \quad+c^{\prime \prime} \operatorname{det}\left(B A_{1}^{\prime \prime}, B A_{2}, B A_{3}\right) \\
= & c^{\prime} f_{B}\left(A_{1}^{\prime}, A_{2}, A_{3}\right)+c^{\prime \prime} f_{B}\left(A_{1}^{\prime \prime}, A_{2}, A_{3}\right) .
\end{aligned}
$$

Thus $f_{B}$ is a linear function its first column. Similar calculations show that it is linear as a function of the second and third columns. Thus $f_{B}$ is 3 linear. If two columns of $A$ are equal, say $A_{2}=A_{3}$, then $B A_{2}=B A_{3}$ and so

$$
f_{B}(A)=\operatorname{det}\left(B A_{1}, B A_{2}, B A_{2}\right)=0
$$

as det $=0$ on matrices with two equal columns. Thus $f_{B}$ is alternating. Thus we can use equation (4.3) to conclude that

$$
\begin{aligned}
\operatorname{det}(B A) & =f_{B}(A)=f_{B}\left(I_{3}\right) \operatorname{det}(A) \\
& =\operatorname{det}\left(B I_{3}\right) \operatorname{det}(A) \\
& =\operatorname{det}(B) \operatorname{det}(A)
\end{aligned}
$$

as required. Once we have the $n$ dimensional version of Proposition 4.5 we will be able to use this argument to show that $\operatorname{det}(A B)=$ $\operatorname{det}(A) \operatorname{det}(B)$ for $A, B \in M_{n \times n}(R)$ for any $n \geq 1$ and any commutative ring $R$.
4.2. Existence of determinants. Before going on we need to prove that there always exists a nonzero alternating $n$ linear function $f: M_{n \times n}(R) \rightarrow R$. For $n=2$ this is easy. We define the usual determinant for $2 \times 2$ matrices.

$$
\operatorname{det}_{2}\left(\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]\right)=a_{11} a_{22}-a_{21} a_{12} .
$$

Then it is not hard to check that $f$ is alternating, 2 linear, and that $\operatorname{det}_{2}\left(I_{2}\right)=1$.

Problem 28. Verify these properties of $\operatorname{det}_{2}$.
Before giving our general existence result we need some notation. If $A \in M_{n \times n}(R)$ then let $A[i j] \in M_{(n-1) \times(n-1)}(R)$ be the $(n-1) \times(n-1)$ matrix obtained by crossing on the $i$-th row and the $j$-th column. This $(n-1) \times(n-1)$ is called the $i j$ minor of $A$. If

$$
A=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13}  \tag{4.4}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

then, using the notation $\phi_{k l}$ for indicating that we are deleting the element $a_{k l}$, we have:

$$
\begin{aligned}
& A[11]=\left[\begin{array}{lll}
\not \phi_{11} & \phi_{12} & \phi_{13} \\
\phi_{21} & a_{22} & a_{23} \\
\phi_{31} & a_{32} & a_{33}
\end{array}\right]=\left[\begin{array}{ll}
a_{22} & a_{23} \\
a_{32} & a_{33}
\end{array}\right], \\
& A[32]=\left[\begin{array}{lll}
a_{11} & \not \phi_{12} & a_{13} \\
a_{21} & \not \phi_{22} & a_{23} \\
\phi_{31} & \phi_{32} & \phi_{33}
\end{array}\right]=\left[\begin{array}{ll}
a_{11} & a_{13} \\
a_{21} & a_{23}
\end{array}\right]
\end{aligned}
$$

and if

$$
A=\left[\begin{array}{llll}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right]
$$

then

$$
A[23]=\left[\begin{array}{llll}
a_{11} & a_{12} & \phi_{13} & a_{14} \\
\phi_{21} & \phi_{22} & \phi_{23} & \phi_{24} \\
a_{31} & a_{32} & \phi_{33} & a_{34} \\
a_{41} & a_{42} & \phi_{43} & a_{44}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{14} \\
a_{31} & a_{32} & a_{34} \\
a_{41} & a_{42} & a_{44}
\end{array}\right] .
$$

If $f: M_{n \times n}(R) \rightarrow R$ is $n$ linear and alternating then for $1 \leq i \leq n+1$ define a function $D_{i} f: M_{(n+1) \times(n+1)}(R) \rightarrow R$ by

$$
\begin{equation*}
D_{i} f(A)=\sum_{j=1}^{n+1}(-1)^{i+j} a_{i j} f(A[i j]) \tag{4.5}
\end{equation*}
$$

This is not as off the wall as you might think. If $D_{i} f$ is the usual determinant then this is nothing more than expanding $D_{i} f(A)$ along
the $i$-th row. For example when $n=2$ so that $D_{i} f$ is defined on $3 \times 3$ matrices

$$
A=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

by

$$
\begin{aligned}
D_{1} f(A)= & a_{11} f(A[11])-a_{12} f(A[12])+a_{13} f(A[13]) \\
= & a_{11} f\left(\left[\begin{array}{ll}
a_{22} & a_{23} \\
a_{32} & a_{33}
\end{array}\right]\right)-a_{12} f\left(\left[\begin{array}{ll}
a_{21} & a_{23} \\
a_{31} & a_{33}
\end{array}\right]\right) \\
& +a_{13} f\left(\left[\begin{array}{ll}
a_{21} & a_{22} \\
a_{31} & a_{32}
\end{array}\right]\right) \\
D_{2} f(A)=- & a_{21} f(A[21])+a_{22} f(A[22])-a_{23} f(A[23]) \\
= & -a_{21} f\left(\left[\begin{array}{ll}
a_{12} & a_{13} \\
a_{32} & a_{33}
\end{array}\right]\right)+a_{22} f\left(\left[\begin{array}{ll}
a_{11} & a_{13} \\
a_{31} & a_{33}
\end{array}\right]\right) \\
& -a_{23} f\left(\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{31} & a_{32}
\end{array}\right]\right) \\
D_{3} f(A)= & a_{31} f(A[31])-a_{32} f(A[32])+a_{33} f(A[33]) \\
= & a_{31} f\left(\left[\begin{array}{ll}
a_{12} & a_{13} \\
a_{22} & a_{23}
\end{array}\right]\right)-a_{32} f\left(\left[\begin{array}{ll}
a_{11} & a_{13} \\
a_{21} & a_{23}
\end{array}\right]\right) \\
& +a_{33} f\left(\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]\right)
\end{aligned}
$$

which are the usual rules for expanding determinants along the first second and third rows.
4.6. Proposition. Let $f: M_{n \times n}(R) \rightarrow R$ be $n$ linear over $R$ and alternating. Then each of the functions $D_{i} f: M_{(n+1) \times(n+1)}(R) \rightarrow R$ defined by (4.5) above is $(n+1)$ linear over $R$ and alternating. Also

$$
D_{i} f\left(I_{n+1}\right)=f\left(I_{n}\right)
$$

Proof. The function $D_{i} f(A)$ is a sum of terms

$$
(-1)^{i+j} a_{i j} f(A[i j])
$$

Consider this term as a function of the $k$-th column. If $j \neq k$ then $a_{i j}$ does not depend on the $k$-th column and $f(A[i j])$ depends linearly on the $k$-th column we see that the term does depends linearly on the $k$-th column of $A$. If $j=k$ then $f(A[i k])$ dose not depend on the $k$-th column, but $a_{i k}$ does depend linearly on the $k$-th column. Thus our term depends linearly on the $k$-th column in this case also. But as the
sum of linear functions is linear we see that $D_{i} f$ depends linearly on the $k$-th column. Thus $D_{i} f$ is $(n+1)$ linear over $R$.

Problem 29. Write out the details of this argument when $n=2$ and $n=3$.

If the column $A_{k}$ and $A_{l}$ of $A$ are equal with $k \neq l$ then for $j \notin\{k, l\}$ the sub-matrix $A[i j]$ will have two equal columns and as $f$ is alternating this implies $f(A[i j])=0$. Therefore in the definition (4.5) all but two terms vanish so that

$$
\begin{align*}
D_{i} f((A) & \left.=(-1)^{i+k} a_{i k} f(A[i k])+(-1)^{i+l} a_{i l} f(A[i l])\right) \\
& =a_{i k}(-1)^{i}\left((-1)^{k} f(A[i k])+(-1)^{l} f(A[i l])\right) \tag{4.6}
\end{align*}
$$

(We used that $a_{i k}=a_{i l}$ as $A_{k}=A_{l}$.) The matrices $A[i k]$ and $A[i l]$ have the same columns, but not in the same order. We can assume that $k<l$. It takes $l-k-1$ interchanges of columns to make $A[i l]$ the same as $A[i k]$. Therefore as $f$ is alternating this implies that $f(A[i k])=$ $(-1)^{l-k-1} f(A[i l])$. Using this in (4.6) gives

$$
\begin{aligned}
D_{i} f(A) & =a_{i k}(-1)^{i}\left((-1)^{k}(-1)^{l-k-1} f(A[i l])+(-1)^{l} f(A[i l])\right) \\
& =a_{i k}(-1)^{i}\left((-1)^{l-1} f(A[i l])+(-1)^{l} f(A[i l])\right) \\
& =a_{i k}(-1)^{i+l}(-f(A[i l])+f(A[i l])) \\
& =0 .
\end{aligned}
$$

Thus $D_{i} f$ is alternating.
Problem 30. Verify the claims about $A[i k]$ and $A[i l]$ having the same columns and the number of interchanges needed to put the columns of $A[i l]$ in the same order as those of $A[i k]$.

To finish the proof we compute $D_{i} f\left(I_{n+1}\right)$. The only element in the $i$-th row of $I_{n+1}$ that is not zero if the 1 which occurs in the $i i$-th place. Also $I_{n+1}[i i]=I_{n}$. Therefore in the definition (4.5) of $D_{i} f$ we have that

$$
D_{i} f\left(I_{n+1}\right)=(-1)^{i+i} 1 f\left(I_{n+1}[i i]\right)=f\left(I_{n}\right)
$$

This completes the proof.
4.7. Definition. For each $n \geq 1$ define a function $\operatorname{det}_{n}: M_{n \times n}(R) \rightarrow R$ by recursion. $\operatorname{det}_{1}\left(\left[a_{11}\right]\right)=a_{11}$ and once $\operatorname{det}_{n}$ is defined let $\operatorname{det}_{n+1}=$ $D_{1} \operatorname{det}_{n}$. This is our official definition of the determinant.

You can use this to check that for small values of $n$ this gives the familiar formulas:

$$
\begin{aligned}
& \operatorname{det}_{2}\left(\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]\right)=a_{11} a_{22}-a_{21} a_{12} \\
& \operatorname{det}_{3}\left(\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\right)=a_{11} a_{22} a_{33}+a_{21} a_{32} a_{13}+a_{31} a_{12} a_{23} \\
& -a_{21} a_{12} a_{33}-a_{11} a_{32} a_{23}-a_{31} a_{22} a_{13} .
\end{aligned}
$$

Already $n=4$ is not so small and we ${ }^{5}$ get

$$
\begin{align*}
& \operatorname{det}_{4}\left(\left[\begin{array}{cccc}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right]\right) \\
& \quad=a_{11} a_{22} a_{33} a_{44}-a_{11} a_{22} a_{34} a_{43}-a_{11} a_{32} a_{23} a_{44} \\
& \quad+a_{11} a_{32} a_{24} a_{43}+a_{11} a_{42} a_{23} a_{34}-a_{11} a_{42} a_{24} a_{33}  \tag{4.7}\\
& \quad-a_{21} a_{12} a_{33} a_{44}+a_{21} a_{12} a_{34} a_{43}+a_{21} a_{32} a_{13} a_{44} \\
& \quad-a_{21} a_{32} a_{14} a_{43}-a_{21} a_{42} a_{13} a_{34}+a_{21} a_{42} a_{14} a_{33} \\
& \quad+a_{31} a_{12} a_{23} a_{44}-a_{31} a_{12} a_{24} a_{43}-a_{31} a_{22} a_{13} a_{44} \\
& \quad+a_{31} a_{22} a_{14} a_{43}+a_{31} a_{42} a_{13} a_{24}-a_{31} a_{42} a_{14} a_{23} \\
& \quad-a_{41} a_{12} a_{23} a_{34}+a_{41} a_{12} a_{24} a_{33}+a_{41} a_{22} a_{13} a_{34} \\
& \quad-a_{41} a_{22} a_{14} a_{33}-a_{41} a_{32} a_{13} a_{24}+a_{41} a_{32} a_{14} a_{23} .
\end{align*}
$$

This is clearly too much of a mess to be of any direct use. If $\operatorname{det}_{5}(A)$ is expanded the result has 120 terms and $\operatorname{det}_{n}(A)$ has $n!$ terms.

We record that $\operatorname{det}_{n}$ does have the basic properties we expect.
4.8. Theorem. The function $\operatorname{det}_{n}: M_{n \times n}(R) \rightarrow R$ is alternating and $n$ linear over $R$. Its value on the identity matrix is

$$
\operatorname{det}_{n}\left(I_{n}\right)=1
$$

Proof. The proof is by induction on $n$. For small values of $n$, say $n=1$ and $n=2$ this is easy to check directly. Thus the base of the induction holds. Now assume that $\operatorname{det}_{n}$ is alternating, $n$ linear over $R$ and satisfies $\operatorname{det}_{n}\left(I_{n}\right)=1$. Then by Proposition 4.6 the function $\operatorname{det}_{n+1}=D_{1} \operatorname{det}_{n}$ is alternating, $(n+1)$ linear over $R$ and satisfies $\operatorname{det}_{n+1}\left(I_{n+1}\right)=\operatorname{det}_{n}\left(I_{n}\right)=1$. This closes the induction and completes the proof.

[^4]4.2.1. Cramer's rule. Consider a system of $n$ equations in $n$ unknowns $x_{1}, \ldots, x_{n}$,
\[

$$
\begin{gather*}
a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=b_{1} \\
a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=b_{2} \\
\vdots  \tag{4.8}\\
\vdots \\
a_{n 1} x_{1}+a_{n 2} x_{2}+\cdots+a_{n n} x_{n}=b_{n}
\end{gather*}
$$
\]

where $a_{i j}, b_{i} \in R$. We can use the existence of the determinant to give a rule for solving this system. By setting

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right], \quad x=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right], \quad b=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n}
\end{array}\right]
$$

The system (4.8) can be written as

$$
A x=b .
$$

Or letting $A_{1}, \ldots, A_{n}$ be the columns of $A$, so that $A=\left[A_{1}, A_{2}, \ldots, A_{n}\right]$, this can be rewritten as

$$
\begin{equation*}
x_{1} A_{1}+x_{2} A_{2}+\ldots x_{n} A_{n}=b \tag{4.9}
\end{equation*}
$$

We look at the case of $n=3$. Then this is

$$
x_{1} A_{1}+x_{2} A_{2}+x_{3} A_{3}=b
$$

Now if this holds we expand $\operatorname{det}_{3}\left(b, A_{2}, A_{3}\right)$ as follows:

$$
\begin{aligned}
\operatorname{det}_{3}\left(b, A_{2}, A_{3}\right)= & \operatorname{det}_{3}\left(x_{1} A_{1}+x_{2} A_{2}+x_{3} A_{3}, A_{2}, A_{3}\right) \\
= & x_{1} \operatorname{det}_{3}\left(A_{1}, A_{2}, A_{3}\right)+x_{2} \operatorname{det}_{3}\left(A_{2}, A_{2}, A_{3}\right) \\
& \quad+x_{3} \operatorname{det}_{3}\left(A_{3}, A_{2}, A_{3}\right) \\
= & x_{1} \operatorname{det}(A)
\end{aligned}
$$

where we have used that $\operatorname{det}_{3}\left(A_{1}, A_{2}, A_{3}\right)=\operatorname{det}_{3}(A)$ and that $\operatorname{det}_{3}\left(A_{2}, A_{2}, A_{3}\right)=\operatorname{det}_{3}\left(A_{3}, A_{2}, A_{3}\right)=0$ as a the determinant of a matrix with a repeated column vanishes. We can likewise expand

$$
\begin{aligned}
\operatorname{det}_{3}\left(A_{1}, b, A_{3}\right)= & \operatorname{det}\left(A_{1}, x_{1} A_{1}+x_{2} A_{2}+x_{3} A_{3}, A_{3}\right) \\
= & x_{1} \operatorname{det}_{3}\left(A_{1}, A_{1}, A_{3}\right)+x_{2} \operatorname{det}\left(A_{1}, A_{2}, A_{3}\right) \\
& \quad+x_{3} \operatorname{det}_{3}\left(A_{1}, A_{3}, A_{3}\right) \\
= & x_{2} \operatorname{det}(A)
\end{aligned}
$$

and

$$
\begin{gathered}
\operatorname{det}_{3}\left(A_{1}, A_{2}, b\right)=\operatorname{det}_{3}\left(A_{1}, A_{2}, x_{1} A_{1}+x_{2} A_{2}+x_{3} A_{3}\right) \\
=x_{1} \operatorname{det}_{3}\left(A_{1}, A_{2}, A_{1}\right)+x_{2} \operatorname{det}_{3}\left(A_{1}, A_{2}, A_{2}\right) \\
\quad+x_{3} \operatorname{det}_{3}\left(A_{1}, A_{2}, A_{3}\right) \\
=x_{3} \operatorname{det}_{3}(A)
\end{gathered}
$$

Summarizing

$$
\begin{aligned}
\operatorname{det}_{3}(A) x_{1} & =\operatorname{det}_{3}\left(b, A_{2}, A_{3}\right) \\
\operatorname{det}_{3}(A) x_{2} & =\operatorname{det}_{3}\left(A_{1}, b, A_{3}\right) \\
\operatorname{det}_{3}(A) x_{3} & =\operatorname{det}_{3}\left(A_{1}, A_{2}, b\right) .
\end{aligned}
$$

In the case that $R$ is a field and $\operatorname{det}_{3}(A) \neq 0$ then we can divide by $\operatorname{det}_{3}(A)$ and solve get formulas for $x_{1}, x_{2}, x_{3}$. This is the three dimensional version of Cramer's rule. The general case is
4.9. Theorem. Let $R$ be a commutative ring and assume that $x_{1}, \ldots, x_{n}$ is a solution to the system (4.8). Then

$$
\begin{aligned}
\operatorname{det}_{n}(A) x_{1} & =\operatorname{det}_{n}\left(b, A_{2}, A_{3}, \ldots, A_{n-1}, A_{n}\right) \\
\operatorname{det}_{n}(A) x_{2} & =\operatorname{det}_{n}\left(A_{1}, b, A_{3}, \ldots, A_{n-1}, A_{n}\right) \\
\operatorname{det}_{n}(A) x_{3} & =\operatorname{det}_{n}\left(A_{1}, A_{2}, b, \ldots, A_{n-1}, A_{n}\right) \\
\vdots & \vdots \\
\operatorname{det}_{n}(A) x_{n-1} & =\operatorname{det}_{n}\left(A_{1}, A_{2}, A_{3}, \ldots, b, A_{n}\right) \\
\operatorname{det}_{n}(A) x_{n} & =\operatorname{det}_{n}\left(A_{1}, A_{2}, A_{3}, \ldots, A_{n-1}, b\right) .
\end{aligned}
$$

When $R$ is a field and $\operatorname{det}_{n}(A) \neq 0$ then this gives formulas for $x_{1}, \ldots, x_{n}$.

Problem 31. Prove this along the lines of the three dimensional version given above.

Problem 32. In the system (4.8) assume that $a_{i j}, b_{i} \in \mathbf{Z}$, the ring of integers. Then show that if $\operatorname{det}_{n}(A) \neq 0$ then (4.8) has a solution if and only if the numbers

$$
\operatorname{det}_{n}\left(b, A_{2}, \ldots, A_{n}\right), \operatorname{det}_{n}\left(A_{1}, b, \ldots, A_{n}\right), \ldots, \operatorname{det}_{n}\left(A_{1}, A_{2}, \ldots, b\right)
$$

are all divisible by $\operatorname{det}_{n}(A)$.
4.3. Uniqueness of alternating $n$ linear functions on $M_{n \times n}(R)$.
4.3.1. The sign of a permutation. Our next goal is to generalize the formulas (4.1) and (4.3) from $n=2,3$ to higher values of $n$. This unfortunately requires a bit more notation. Let $S_{n}$ be the group of all permutations of the set $\{1,2, \ldots, n\}$. That is $S_{n}$ is the set of all bijective functions $\sigma:\{1,2, \ldots, n\} \rightarrow\{1,2, \ldots, n\}$ with the group operation of function composition. If $e_{1}, e_{2}, \ldots, e_{n}$ is the standard basis of $R^{n}$ then the matrix $\left[e_{1}, e_{2}, \ldots, e_{n}\right]$ is the identity matrix:

$$
\left[e_{1}, e_{2}, \ldots, e_{n}\right]=\left[\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0 \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right]=I_{n}
$$

For $\sigma \in S_{n}$ we set $E(\sigma)$ to be the matrix

$$
E(\sigma)=\left[e_{\sigma(1)}, e_{\sigma(2)}, e_{\sigma(3)}, \ldots, \varepsilon_{\sigma(n)}\right] .
$$

Then $E(\sigma)$ is just $I_{n}=\left[e_{1}, e_{2}, \ldots, e_{n}\right]$ with the columns in a different order.
4.10. Definition. For a permutation $\sigma \in S_{n}$ define

$$
\operatorname{sgn}(\sigma):=\operatorname{det}_{n}(E(\sigma))
$$

As the matrix $E(\sigma)$ is just $I_{n}$ with the columns in a different order we can reduce to $I_{n}$ by repeated interchange of columns. This can be done as follows:
(1) If the first column of $E(\sigma)$ is equal to $e_{1}$ then do nothing and set $E^{\prime}(\sigma)=E(\sigma)$. If the first column of $E(\sigma)$ is not $e_{1}$ then find the column of $E(\sigma)$ where $e_{1}$ appears and interchange this with the first column and let $E^{\prime}(\sigma)$ be the result of this interchange. Then in either case we have that $E^{\prime}(\sigma)$ has $e_{1}$ as its first column.
(2) If the second column of $E^{\prime}(\sigma)$ is $e_{2}$ then do nothing and set $E^{\prime \prime}(\sigma)=E^{\prime}(\sigma)$. If the second column of $E^{\prime}(\sigma)$ is not equal to $e_{2}$ then find the column of $E^{\prime}(\sigma)$ where $e_{2}$ appears and interchange this column with the second column of $E^{\prime}(\sigma)$ and let $E^{\prime \prime}(\sigma)$ be the result of this interchange. Then in either case $E^{\prime \prime}(\sigma)$ has as its first two columns $e_{1}$ and $e_{2}$.
(3) If the third column of $E^{\prime \prime}(\sigma)$ is $e_{3}$ then do nothing and set $E^{\prime \prime \prime}(\sigma)=E^{\prime \prime}(\sigma)$. If the third column of $E^{\prime \prime}(\sigma)$ is not equal to $e_{3}$ then find the column of $E^{\prime \prime}(\sigma)$ where $e_{3}$ appears and interchange this column with the third column of $E^{\prime \prime}(\sigma)$ and let $E^{\prime \prime \prime}(\sigma)$ be
the result of this interchange. Then in either case $E^{\prime \prime}(\sigma)$ has as its first three columns $e_{1}, e_{2}$, and $e_{3}$.
(4) Continue in the manner and get a finite sequence

$$
E(\sigma), E^{\prime}(\sigma), \ldots, E^{(k)}(\sigma), \ldots, E^{(n)}(\sigma)
$$

so that the first $k$ columns of $E^{(k)}$ are $e_{1}, e_{2}, \ldots, e_{k}$ and at each step either $E^{(k)}(\sigma)=E^{(k-1)}(\sigma)$ or $E^{(k)}(\sigma)$ differs from $E^{(k-1)}(\sigma)$ by the interchange of two columns. The end result of this is that $E^{(n)}=\left[e_{1}, e_{2}, \ldots, e_{n}\right]=I_{n}$ and so $I_{n}$ can be obtained from $E(\sigma)$ by $\leq n$ interchanges of columns.
As each interchange of a pair of columns of $E(\sigma)$ changes the sign of $\operatorname{det}_{n}(E(\sigma))$ (cf. Proposition 4.3) we have

$$
\operatorname{sgn}(\sigma)= \begin{cases}+1, & \begin{array}{l}
\text { If } E(\sigma) \text { can be reduced to } I_{n} \text { with an } \\
\text { even number of interchanges of columns, }
\end{array} \\
-1, & \begin{array}{l}
\text { If } E(\sigma) \text { can be reduced to } I_{n} \text { with an } \\
\text { odd number of interchanges of columns }
\end{array}\end{cases}
$$

As the $\operatorname{det}_{n}(E(\sigma))$ has a definition that does not depend on interchanging columns this means given $\sigma \in S_{n}$ the number of interchanges to reduce $E(\sigma)$ to $I_{n}$ is either always even or always odd. Given the many different ways and we could reduce $E(\sigma)$ to $I_{n}$ by intechanging columns this is a rather remarkable fact. This observation has the following immedate application.
4.11. Lemma. Let $f: M_{n \times n}(R) \rightarrow R$ be alternating and $n$ linear over $R$. Then for any permutation $\sigma \in S_{n}$

$$
f\left(\left[e_{\sigma(1)}, e_{\sigma(2)}, \ldots, e_{\sigma(n)}\right]\right)=\operatorname{sgn}(\sigma) f\left(I_{n}\right) .
$$

Proof. Recalling that $E(\sigma)=\left[e_{\sigma(1)}, e_{\sigma(2)}, \ldots, e_{\sigma(n)}\right]$ and that the interchange of two columns in $f\left(\left[A_{1}, \ldots, A_{n}\right]\right)$ changes the sign of $f\left(\left[A_{1}, \ldots, A_{n}\right]\right)$ we see that $f(E(\sigma))=f\left(\left[e_{1}, e_{2}, \ldots, e_{n}\right]\right)=f\left(I_{n}\right)$ if $E(\sigma)$ can be reduced to $I_{n}$ by an even number of interchanges of columns and $f(E(\sigma))=-f\left(\left[e_{1}, e_{2}, \ldots, e_{n}\right]\right)=-f\left(I_{n}\right)$ if $E(\sigma)$ can be reduce to $I_{n}$ by an odd number of interchanges of columns. That is $f(E(\sigma))=\operatorname{sgn}(\sigma) f\left(I_{n}\right)$ as required.
4.3.2. Expansion as a sum over the symmetric group. We now do the general case of the calculations that lead to (4.1) and (4.3). If $A=$ $\left[a_{i j}\right]=\left[A_{1}, A_{2}, \ldots, A_{n}\right] \in M_{n \times n}(R)$ then we write the columns of $A$ in terms of the standard basis:

$$
A_{1}=\sum_{i_{1}=1}^{n} a_{i_{1} 1} e_{i_{1}}, \quad A_{2}=\sum_{i_{2}=1}^{n} a_{i_{2} 2} e_{i_{2}}, \ldots \quad A_{n}=\sum_{i_{n}=1}^{n} a_{i_{n} n} e_{i_{n}} .
$$

Assume that $f: M_{n \times n}(R) \rightarrow R$ is $n$ linear over $R$. Then we can expand $f(A)=f\left(A_{1}, A_{2}, \ldots, A_{n}\right)$ as

$$
\begin{aligned}
f(A) & =f\left(\sum_{i_{1}=1}^{n} a_{i_{1} 1} e_{i_{1}}, \sum_{i_{2}=1}^{n} a_{i_{2} 2} e_{i_{2}}, \sum_{i_{3}=1}^{n} a_{i_{3} 3} e_{i_{3}} \ldots, \sum_{i_{n}=1}^{n} a_{i_{n} n} e_{i_{n}}\right) \\
& =\sum_{i_{1}, i_{2}, i_{3}, \ldots, i_{n}=1}^{n} a_{i_{1} 1} a_{i_{2} 2} a_{i_{3} 3} \cdots a_{i_{n} n} f\left(e_{i_{1}}, e_{i_{2}}, e_{i_{3}}, \ldots, e_{i_{n}}\right)
\end{aligned}
$$

Now assume that besides being $n$ linear over $R$ that $f$ is also alternating. Then in any of the terms $f\left(e_{i_{1}}, e_{i_{2}}, e_{i_{3}}, \ldots, e_{i_{n}}\right)$ if $i_{k}=i_{l}$ for some $k \neq l$ then two columns of $\left[e_{i_{1}}, e_{i_{2}}, e_{i_{3}}, \ldots, e_{i_{n}}\right]$ are the same and so $f\left(e_{i_{1}}, e_{i_{2}}, e_{i_{3}}, \ldots, e_{i_{n}}\right)=0$. Therefore the sum for $f(A)$ can be reduce to a sum over the terms where all of $i_{1}, i_{2}, i_{3}, \ldots, i_{n}$ are all distinct. This is the ordered $n$-tuple $\left(i_{1}, i_{2}, i_{3}, \ldots, i_{n}\right)$ is a permutation of $(1,2,3, \ldots, n)$. That if we only have to sum over the tuples of the form $i_{1}=\sigma(1), i_{2}=\sigma(2), i_{3}=\sigma(3), \ldots, i_{n}=\sigma(n)$ for some permutation $\sigma \in S_{n}$. Thus for $f$ alternating and $n$ linear over $R$ we get

$$
f(A)=\sum_{\sigma \in S_{n}} a_{\sigma(1) 1} a_{\sigma(2) 2} a_{\sigma(3) 3} \cdots a_{\sigma(n) n} f\left(e_{\sigma(1)}, e_{\sigma(2)}, e_{\sigma(3)}, \ldots, e_{\sigma(n)}\right)
$$

Now using Lemma 4.11 this simplifies farther to

$$
\begin{align*}
f(A) & =\sum_{\sigma \in S_{n}} a_{\sigma(1) 1} a_{\sigma(2) 2} a_{\sigma(3) 3} \cdots a_{\sigma(n) n} \operatorname{sgn}(\sigma) f\left(e_{1}, e_{2}, e_{3}, \ldots, e_{n}\right) \\
& =\left(\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) a_{\sigma(1) 1} a_{\sigma(2) 2} a_{\sigma(3) 3} \cdots a_{\sigma(n) n}\right) f\left(I_{n}\right) \tag{4.10}
\end{align*}
$$

This gives us another formula for $\operatorname{det}_{n}$.
4.12. Proposition. The deteminant of $A=\left[a_{i j}\right] \in M_{n \times n}(R)$ is given by

$$
\begin{aligned}
\operatorname{det}_{n}(A) & =\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) a_{\sigma(1) 1} a_{\sigma(2) 2} a_{\sigma(3) 3} \cdots a_{\sigma(n) n} \\
& =\sum_{\sigma \in S_{n}} \operatorname{sgn}(\sigma) \prod_{i=1}^{n} a_{\sigma(i) i}
\end{aligned}
$$

Proof. We know (Theorem 4.8) that $\operatorname{det}_{n}$ is alternating, $n$ linear over $R$ and that $\operatorname{det}_{n}\left(I_{n}\right)=1$. Using this in (4.10) leads to the desired formulas for $\operatorname{det}_{n}(A)$.
4.13. Remark. It is common to use the formula of the last proposition as the definition of the determinant. The problem with that from the point of view of the presentation here is that we defined $\operatorname{sgn}(\sigma)$ in
terms of the determinant. However it is possible to give a definition of $\operatorname{sgn}(\sigma)$ that is independent of determinants and show that $\operatorname{sgn}(\sigma \tau)=$ $\operatorname{sgn}(\sigma) \operatorname{sgn}(\tau)$ for all $\sigma, \tau \in S_{n}$. It is then not hard to show directly that $\operatorname{det}_{n}$ with this definition is $n$ linear over $R$ and alternating. While this sounds like less work, it is really about the same, as proving the facts about $\operatorname{sgn}(\sigma)$ requires an amount of effort comparable to what we have done here.
4.3.3. The main uniquness result. We can now give a complete description of the alternating $n$ linear functions $f: M_{n \times n}(R) \rightarrow R$.
4.14. Theorem. Let $R$ be a commutative ring and let $f: M_{n \times n}(R) \rightarrow R$ be an alternating function that is $n$ linear over $R$. Then $f$ is given in terms of the determinant as

$$
f(A)=\operatorname{det}_{n}(A) f\left(I_{n}\right)
$$

Informally: Up to multiplication by elements of $R$, $\operatorname{det}_{n}$ is the unique $n$ linear alternating function on $M_{n \times n}(R)$.

Proof. If $f: M_{n \times n}(R) \rightarrow R$ is an alternating function that is $n$ linear over $R$, then combining the formula (4.10) with Proposition 4.12 yields the theorem.
4.15. Remark. While this has taken a bit of work to get, the basic idea is quite easy and transparent. Review the calculations we did that lead up to (4.1) on Page 36 and (4.3) on Page 37 (which are the $n=2$ and $n=3$ versions of the result). The proof of Theorem 4.14 is just the same idea pushed through for larger values of $n$. That some real work should be involved in the general case can be seen by trying to do the "bare hands" proof in the cases of $n=4$ or $n=5$ (cf. (4.7)).
4.4. Applications of the uniquness theorem and its proof. It is a general meta-theorem in mathematics that uniqueness theorems allow one to prove properties of objects in ways that are often easier than direct calculational proof. We now use Theorem 4.14 to give some non-computational proofs about the determinant.
4.4.1. The product formula for determinants. The first applications is the basic fact the the determinant is multiplicative.
4.16. Theorem. If $A, B \in M_{n \times n}(R)$ then $\operatorname{det}_{n}(A B)=\operatorname{det}_{n}(A) \operatorname{det}_{n}(B)$.

Proof. We hold $A$ fixed and define a function $f_{A}: M_{n \times n}(R) \rightarrow R$ by

$$
f_{A}(B)=\operatorname{det}_{n}(A B)
$$

If the columns of $B$ are $B_{1}, B_{2}, \ldots, B_{n}$ so that $B=\left[B_{1}, B_{2}, \ldots, B_{n}\right]$ then block matrix multiplication implies that $A B=\left[A B_{1}, A B_{2}, \ldots, A B_{n}\right]$. Therefore we can rewrite $f_{A}$ as

$$
f_{A}(B)=\operatorname{det}_{n}\left(A B_{1}, A B_{2}, \ldots, A B_{n}\right)
$$

As a function of $B$ this is $n$ linear over $R$. For example to see linearity in the first column let $c^{\prime}, c^{\prime \prime} \in R$ and $B_{1}^{\prime} B_{1}^{\prime \prime} \in R^{n}$.

$$
\begin{aligned}
f_{A}\left(c^{\prime} B_{1}^{\prime}+c^{\prime \prime} B_{1}^{\prime \prime},\right. & \left.B_{2}, B_{3}, \ldots, B_{n}\right) \\
= & \operatorname{det}_{n}\left(A\left(c^{\prime} B_{1}^{\prime}+c^{\prime \prime} B_{1}^{\prime \prime}\right), A B_{2}, A B_{3}, \ldots, A B_{n}\right) \\
= & \operatorname{det}_{n}\left(c^{\prime} A B_{1}^{\prime}+c^{\prime \prime} A B_{1}^{\prime \prime}, A B_{2}, A B_{3}, \ldots, A B_{n}\right) \\
= & c^{\prime} \operatorname{det}_{n}\left(A B_{1}^{\prime}, A B_{2}, B_{3}, \ldots, A B_{n}\right) \\
& \quad+c^{\prime \prime} \operatorname{det}_{n}\left(A B_{1}^{\prime \prime}, A B_{2}, A B_{3}, \ldots, A B_{n}\right) \\
= & c^{\prime} f_{A}\left(B_{1}^{\prime}, B_{2}, B_{3}, \ldots, B_{n}\right) \\
& \quad+c^{\prime \prime} f_{A}\left(B_{1}^{\prime \prime}, B_{2}, B_{3}, \ldots, B_{n}\right)
\end{aligned}
$$

So $f_{A}(B)$ is an $R$ linear function of the first column of $B$. The same calculation shows that $f_{A}(B)$ is also a linear function of the other $n-1$ columns of $B$. Therefore $f_{A}: M_{n \times n}(R) \rightarrow R$ is $n$ linear over $R$.

If two columns of $B$ are the same, say $B_{k}=B_{l}$ with $k<l$ then as $A B=\left[A B_{1}, A B_{2}, \ldots, A B_{k}, \ldots, A B_{l}, \ldots, A B_{n}\right]$ we see that the $k$-th and $l$-th column of $A B$ are also equal. Therefore, using that $\operatorname{det}_{n}$ is alternating, $f_{A}(B)=\operatorname{det}_{n}(A B)=0$. This shows that $f_{A}$ is alternating. We can now use Theorem 4.14 and conclude

$$
\begin{aligned}
\operatorname{det}_{n}(A B) & =f_{A}(B)=\operatorname{det}_{n}(B) f_{A}\left(I_{n}\right) \\
& =\operatorname{det}_{n}(B) \operatorname{det}_{n}\left(A I_{n}\right)=\operatorname{det}_{n}(B) \operatorname{det}_{n}(A) \\
& =\operatorname{det}_{n}(A) \operatorname{det}_{n}(B)
\end{aligned}
$$

This completes the proof.
4.4.2. Expanding determinants along rows and the determinant of the transpose. Here is another application of the uniqueness theorem.
4.17. Theorem. The determinant can expanded along any of its rows.

That is for $A=\left[a_{i j}\right] \in M_{n \times n}(R)$

$$
\begin{equation*}
\operatorname{det}_{n}(A)=\sum_{j=1}^{n+1}(-1)^{i+j} a_{i j} \operatorname{det}_{n-1}(A[i j]) \tag{4.11}
\end{equation*}
$$

which is the formula for expansion along the $i$-th row.

Proof. Using the notation of equation (4.5) we wish to show that $=$ $\operatorname{det}_{n}=D_{i} \operatorname{det}_{n-1}$. But if set $f=D_{i} \operatorname{det}_{n-1}$ then Proposition 4.6 (applied to the function $\operatorname{det}_{n-1}$ ) implies that $f$ is alternating, $n$ linear and that $f\left(I_{n}\right)=\operatorname{det}_{n-1}\left(I_{n-1}\right)=1$. Therefore by Theorem 4.14 we have $f(A)=\operatorname{det}_{n}(A)$. This completes the proof.

We now show that the determinant of a matrix and its transpose are equal. If we use of Proposition 4.12 to compute we get a sum of products

$$
\operatorname{sgn}(\sigma) a_{\sigma(1) 1} a_{\sigma(2) 2} a_{\sigma(3) 3} \cdots a_{\sigma(n) n}
$$

If $(i, j)=(\sigma(j), j)$ then have $i=\sigma(j)$, or what is the same thing $j=\sigma^{-1}(i)$, so that $a_{i j}=a_{\sigma(j) j}=a_{\sigma_{i \sigma^{-1}(i)}}$. So we reorder the terms in the product so that the first index in $a_{i j}$ is in increasing order. Then we have

$$
\begin{aligned}
\operatorname{sgn}(\sigma) a_{\sigma(1) 1} a_{\sigma(2) 2} & a_{\sigma(3) 3} \cdots a_{\sigma(n) n} \\
& =\operatorname{sgn}(\sigma) a_{1 \sigma^{-1}(1)} a_{2 \sigma^{-1}(2)} a_{3 \sigma^{-1}(3)} \cdots a_{n \sigma^{-1}(n)}
\end{aligned}
$$

(This is a product of exactly the same terms, just in a different order.) But we also have

Problem 33. For all $\sigma \in S_{n}$ show $\operatorname{sgn}\left(\sigma^{-1}\right)=\operatorname{sgn}(\sigma)$.
and therefore

$$
\begin{aligned}
& \operatorname{sgn}(\sigma) a_{\sigma(1) 1} a_{\sigma(2) 2} a_{\sigma(3) 3} \cdots a_{\sigma(n) n} \\
& \quad=\operatorname{sgn}\left(\sigma^{-1}\right) a_{1 \sigma^{-1}(1)} a_{2 \sigma^{-1}(2)} a_{3 \sigma^{-1}(3)} \cdots a_{n \sigma^{-1}(n)}
\end{aligned}
$$

Using this in Proposition 4.12 and doing the change of variable $\tau=$ $\sigma^{-1}$ in the sum gives for $A=\left[a_{i j}\right] \in M_{n \times n}(R)$ that

$$
\begin{aligned}
\operatorname{det}_{n}(A) & =\sum_{\sigma \in S_{n}} \operatorname{sgn}\left(\sigma^{-1}\right) a_{1 \sigma^{-1}(1)} a_{2 s i g m a^{-1}(2)} a_{3 \sigma^{-1}(3)} \cdots a_{n \sigma^{-1}(n)} \\
& =\sum_{\tau \in S_{n}} \operatorname{sgn}(\tau) a_{1 \tau(1)} a_{2 \tau(2)} a_{3 \tau(3)} \cdots a_{n \tau(n)} \\
& =\sum_{\tau \in S_{n}} \operatorname{sgn}(\tau) b_{\tau(1) 1} b_{\tau(2) 2} b_{\tau(3) 3} \cdots b_{\tau(n) n} \\
& =\operatorname{det}_{n}(B)
\end{aligned}
$$

where $b_{i j}=a_{j i}$. That is $B=A^{t}$, the transpose of $A$. Thus we have proven:
4.18. Proposition. For any $A \in M_{n \times n}(R)$ we have $\operatorname{det}_{n}\left(A^{t}\right)=$ $\operatorname{det}_{n}(A)$. As taking the transpose interchanges rows and columns of $A$ this implies that $\operatorname{det}_{n}(A)$ is also a alternating $n$ linear function of the rows of $A$.

Note that applying Theorem 4.17 to the transpose of $A=a_{i j}$ gives

$$
\begin{equation*}
\operatorname{det}_{n}(A)=\sum_{i=1}^{n+1}(-1)^{i+j} a_{i j} \operatorname{det}_{n-1}(A[i j]) \tag{4.12}
\end{equation*}
$$

which is the formula for expanding $A$ along a column.
Problem 34. Show that (4.12) can also be derived directly from the facts that $\operatorname{det}_{n}$ alternating and an $n$ linear functions of its columns.
4.5. The classical adjoint and inverses. If $R$ is a commutative ring and $A=\left[a_{i j}\right] \in M_{n \times n}(R)$ the classical adjoint is the matrix $\operatorname{adj}(A) \in M_{n \times n}(R)$ with elements

$$
\operatorname{adj}(A)_{i j}=(-1)^{i+j} \operatorname{det}_{n-1}(A[j i])
$$

Note the interchange of order of $i$ and $j$ so that this is the transpose of the matrix $\left[(-1)^{i+j} \operatorname{det}_{n-1}(A[i j])\right]$. In less compact notation if

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right]
$$

then

$$
\operatorname{adj}(A)=\left[\begin{array}{ccccc}
+\operatorname{det}(A[11]) & -\operatorname{det}(A[21]) & +\operatorname{det}(A[31]) & -\operatorname{det}(A[41]) & \cdots \\
-\operatorname{det}(A[12] & +\operatorname{det}(A[22]) & -\operatorname{det}(A[32]) & +\operatorname{det}(A[42]) & \cdots \\
+\operatorname{det}(A[13] & -\operatorname{det}(A[23]) & +\operatorname{det}(A[33]) & -\operatorname{det}(A[43]) & \cdots \\
-\operatorname{det}(A[14] & +\operatorname{det}(A[24]) & -\operatorname{det}(A[34]) & +\operatorname{det}(A[44]) & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right]
$$

$\left(\right.$ where det $\left.=\operatorname{det}_{n-1}\right)$.
This is inportant because of the following result.
4.19. Theorem. Let $R$ be a comutative ring. Then for any $A \in$ $M_{n \times n}(R)$ we have

$$
\operatorname{adj}(A) A=A \operatorname{adj}(A)=\operatorname{det}_{n}(A) I_{n}
$$

Proof. Letting $A=\left[a_{i j}\right]$, the entries of $A \operatorname{adj}(A)$ are

$$
\begin{aligned}
(A \operatorname{adj}(A))_{i k} & =\sum_{j=1}^{n} a_{i j} \operatorname{adj}(A)_{j k} \\
& =\sum_{j=1}^{n}(-1)^{j+k} a_{i j} \operatorname{det}_{n-1}(A[k j])
\end{aligned}
$$

Now if we let $k=i$ in this and use (4.11) (the expansion for $\operatorname{det}_{n}(A)$ along the $i$ row) we get

$$
(A \operatorname{adj}(A))_{i i}=\sum_{j=1}^{n}(-1)^{j+i} a_{i j} \operatorname{det}_{n-1}(A[i j])=\operatorname{det}_{n}(A) .
$$

If $k \neq i$ then let $B=\left[b_{i j}\right]$ have all its rows the same as the rows of $A$, except that the $k$-th row is replaced by the $i$-the row of $A$ (thus $A$ and $B$ only differ along the $k$-the row). Then $B$ has two rows the same and so $\operatorname{det}_{n}(B)=0$. (For the transpose $B^{t}$ has two columns the same and so $\left.\operatorname{det}_{n}(B)=\operatorname{det}_{n}\left(B^{t}\right)=0\right)$. Now for all $j$ that $B[k j]=A[k j]$ as $A$ and only differ in the $k$-th row and $A[k j]$ and $B[k j]$ only involve elements of $A$ and $B$ not on the $k$-row. Also from the definition of $B$ we have $b_{k j}=a_{i j}$ (as the $k$-th row of $B$ is the same as the $i$-row of $A$ ). Therefore we can $\operatorname{compute}^{\operatorname{det}_{n}(B)}$ be expanding along the $k$ row

$$
\begin{aligned}
0=\operatorname{det}_{n}(B) & =\sum_{j=1}^{n}(-1)^{j+k} b_{k j} \operatorname{det}_{n-1}(B[k j]) \\
& =\sum_{j=1}^{n}(-1)^{j+k} a_{i j} \operatorname{det}_{n-1}(A[k j]) \\
& =(A \operatorname{adj}(A))_{i k}
\end{aligned}
$$

These calculations can be summarized as

$$
(A \operatorname{adj}(A))_{i k}=\operatorname{det}_{n}(A) \delta_{i k} .
$$

But this implies $A \operatorname{adj}(A)=\operatorname{det}_{n}(A) I_{n}$.
A similar computation (but working with columns rather than rows) implies that $\operatorname{adj}(A) A=\operatorname{det}_{n}(A) I_{n}$.

Problem 35. Write out the details that $\operatorname{adj}(A) A=\operatorname{det}_{n}(A) I_{n}$.
This completes the proof.
4.20. Remark. It is possible to shorten the last proof by proving directly that $A \operatorname{adj}(A)=\operatorname{det}_{n}(A) I_{n}$ implies that $\operatorname{adj}(A) A=\operatorname{det}_{n}(A) I_{n}$ by using that on matrices $(A B)^{t}=B^{t} A^{t}$. It is not hard to see that $\operatorname{adj}\left(A^{t}\right)=\operatorname{adj}(A)^{t}$. Replacing $A$ by $A^{t}$ in $A \operatorname{adj}(A)=\operatorname{det}_{n}(A) I_{n}$ gives that $A^{t} \operatorname{adj}\left(A^{t}\right)=\operatorname{det}_{n}\left(A^{t}\right) I_{n}=\operatorname{det}_{n}(A) I_{n}$. Taking transposes of this gives

$$
\begin{aligned}
\operatorname{det}_{n}(A) I_{n} & =\left(\operatorname{det}_{n}(A) I_{n}\right)^{t}=\left(A^{t} \operatorname{adj}\left(A^{t}\right)\right)^{t} \\
& =\operatorname{adj}\left(A^{t}\right)^{t}\left(A^{t}\right)^{t}=\operatorname{adj}\left(\left(A^{t}\right)^{t}\right)\left(A^{t}\right)^{t}=\operatorname{adj}(A) A
\end{aligned}
$$

as required.

Recall that a unit $a$ in a ring $R$ is an element that has an inverse. The following gives a necessary and sufficient condition for matrix $A \in$ $M_{n \times n}(R)$ to have an inverse in terms of the $\operatorname{determinant}^{\operatorname{det}}{ }_{n}(A)$ being a unit.
4.21. Theorem. Let $R$ be a commutative ring. Then $A \in M_{n \times n}(R)$ has an inverse in $M_{n \times n}(R)$ if and only if $\operatorname{det}_{n}(A)$ is a unit in $R$. When the inverse does exist it is given by

$$
\begin{equation*}
A^{-1}=\frac{1}{\operatorname{det}_{n}(A)} \operatorname{adj}(A) \tag{4.13}
\end{equation*}
$$

(A slightly more symmetric statement of this theorem would be that $A$ has an inverse in $M_{n \times n}(R)$ if and only if $\operatorname{det}_{n}(A)$ has an inverse in $R$.)
4.22. Remark. Recall that in a field $\mathbf{F}$ that all nonzero elements have inverses. Therefore for $A \in M_{n \times n}(\mathbf{F})$ this reduces to the statement that $A^{-1}$ exists if and only if $\operatorname{det}_{n}(A) \neq 0$.
Proof. First assume that $\operatorname{det}_{n}(A) \in R$ is a unit in $R$. Then $\left(\operatorname{det}_{n}(A)\right)^{-1} \in R$ and thus $\left(\operatorname{det}_{n}(A)\right)^{-1} \operatorname{adj}(A) \in M_{n \times n}(R)$. Using Theorem 4.19 we then have

$$
\begin{aligned}
\left(\left(\operatorname{det}_{n}(A)\right)^{-1} \operatorname{adj}(A)\right) A & =A\left(\left(\operatorname{det}_{n}(A)\right)^{-1} \operatorname{adj}(A)\right) \\
& =\operatorname{det}_{n}(A)^{-1} \operatorname{det}_{n}(A) I_{n}=I_{n} .
\end{aligned}
$$

Thus the inverse of $A$ exists and is given by (4.13).
Conversely assume that $A$ has an inverse $A^{-1} \in M_{n \times n}(R)$. Then $A A^{-1}=I_{n}$ and so

$$
1=\operatorname{det}_{n}\left(I_{n}\right)=\operatorname{det}_{n}\left(A A^{-1}\right)=\operatorname{det}_{n}(A) \operatorname{det}_{n}\left(A^{-1}\right)
$$

But $\operatorname{det}_{n}(A) \operatorname{det}_{n}\left(A^{-1}\right)=1$ implies that $\operatorname{det}_{n}(A)$ is a unit with inverse $\left(\operatorname{det}_{n}(A)\right)^{-1}=\operatorname{det}_{n}\left(A^{-1}\right)$. This completes the proof.

The following is basically just a corollary of the last result, but it is important enough to be called a theorem.
4.23. Theorem. Let $R$ be a commutative ring and $A, B \in M_{n \times n}(R)$. Then $A B=I_{n}$ implies $B A=I_{n}$.
4.24. Remark. It is important that $A$ and $B$ be square in this result. For example if

$$
A=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right], \quad B=\left[\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right] .
$$

then

$$
A B=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=I_{2}, \quad \text { but } \quad B A=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right] \neq I_{3}
$$

Proof. If $A B=I_{n}$ then $1=\operatorname{det}_{n}\left(I_{n}\right)=\operatorname{det}_{n}(A B)=\operatorname{det}_{n}(A) \operatorname{det}_{n}(B)$. Therefore $\operatorname{det}_{n}(A)$ is a unit in $R$ with inverse $\operatorname{det}_{n}(A)^{-1}=\operatorname{det}_{n}(B)$. But the last theorem implies that $A^{-1}$ exists. Thus $B=I_{n} B=\left(A^{-1} A\right) B=$ $A^{-1}(A B)=A^{-1} I_{n}=A^{-1}$. But if $B=A^{-1}$ then clearly $B A=I_{n}$.
4.6. The Cayley-Hamilton Theorem. We now use Theorem 4.19 to prove that is likely the most celebrated theorem in linear algebra. First we extent the definition of characteristic polynomial to the case of matrices with elements in a ring.
4.25. Definition. Let $R$ be a commutative ring and let $A \in M_{n \times n}(R)$. Then the characteristic polynomial of $A$, denoted by $\operatorname{char}_{A}(x)$, is

$$
\operatorname{char}_{A}(x)=\operatorname{det}_{n}\left(x I_{n}-A\right)
$$

Maybe a little needs to be said about this. If $R$ is a commutative ring the ring of polynomials $R[x]$ over $R$ is defined in the obvious way. That is elements $f(x) \in R[x]$ are of the form

$$
f(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{n} x^{n}
$$

where $a_{0}, \ldots, a_{n} \in R$. These are added, subtracted, and multiplied in the usual manner. Therefore $R[x]$ is also commutative ring. If $A \in M_{n \times n}(R)$ then $x I_{n}-A \in M_{n \times n}(R[x])$. In the definition of $\operatorname{char}_{A}(x)$ the determinant $\operatorname{det}_{n}\left(x I_{n}-A\right)$ is computed in the ring $R[x]$.
4.26. Proposition. If $A \in M_{n \times n}(R)$ then the characteristic polynomial $\operatorname{char}_{A}(x)$ is a monic polynomial of degree $n$ (with coefficients in $R$ ).

Proof. Letting $e_{1}, \ldots, e_{n}$ be the standard basis of $R^{n}$ and $A_{1}, \ldots, A_{n}$ the columns of $A$ we write

$$
\begin{aligned}
x I_{n}-A & =x\left[e_{1}, e_{2}, \ldots, e_{n}\right]-\left[A_{1}, A_{2}, \ldots, A_{n}\right] \\
& =\left[x e_{1}-A_{1}, x e_{2}-A_{2}, \ldots, x e_{n}-A_{n}\right] .
\end{aligned}
$$

Then expand $\operatorname{det}_{n}\left(x I_{n}-A\right)=\operatorname{det}_{n}\left(x e_{1}-A_{1}, x e_{2}-A_{2}, \ldots, x e_{n}-A_{n}\right)$ and group by powers of $x$. Each factor in the product is of first degree in $x$, so expanding a product of $n$ factors will lead to a degree $n$ expression. The coefficient of $x^{n}$ is $\operatorname{det}_{n}\left(e_{1}, e_{2}, \ldots, e_{n}\right)=\operatorname{det}_{n}\left(I_{n}\right)=1$ so this polynomial is monic. This basically completes the proof. But for the skeptics, or those not use to this type of calculation, here is more detail.

We first do this for $n=3$ to see what is going on

$$
\begin{aligned}
\operatorname{char}_{A}(x)= & \operatorname{det}_{3}\left(x e_{1}-A_{1}, x e_{2}-A_{2}, e_{3}-A_{3}\right) \\
= & x^{3} \operatorname{det}_{3}\left(e_{1}, e_{2}, e_{3}\right) \\
& -x^{2}\left(\operatorname{det}_{3}\left(A_{1}, e_{2}, e_{3}\right)+\operatorname{det}_{3}\left(e_{1}, A_{2}, e_{3}\right)+\operatorname{det}_{3}\left(e_{1}, e_{2}, A_{3}\right)\right) \\
& +x\left(\operatorname{det}_{3}\left(A_{1}, A_{2}, e_{3}\right)+\operatorname{det}_{3}\left(A_{1}, e_{2}, A_{3}\right)+\operatorname{det}_{3}\left(e_{1}, A_{2}, A_{3}\right)\right) \\
& \quad-\operatorname{det}_{3}\left(A_{1}, A_{2}, A_{3}\right) \\
= & x^{3}+a_{2} x^{2}+a_{1} x+a_{0}
\end{aligned}
$$

where

$$
\begin{aligned}
& a_{2}=-\left(\operatorname{det}_{3}\left(A_{1}, e_{2}, e_{3}\right)+\operatorname{det}_{3}\left(e_{1}, A_{2}, e_{3}\right)+\operatorname{det}_{3}\left(e_{1}, e_{2}, A_{3}\right)\right) \\
& a_{1}=\operatorname{det}_{3}\left(A_{1}, A_{2}, e_{3}\right)+\operatorname{det}_{3}\left(A_{1}, e_{2}, A_{3}\right)+\operatorname{det}_{3}\left(e_{1}, A_{2}, A_{3}\right) \\
& a_{0}=-\operatorname{det}_{3}\left(A_{1}, A_{2}, A_{3}\right)=-\operatorname{det}_{3}(A) .
\end{aligned}
$$

Now we do the general case.

$$
\begin{aligned}
\operatorname{char}_{A}(x)= & \operatorname{det}_{n}\left(x e_{1}-A_{1}, x e_{2}-A_{2}, \ldots, x e_{n}-A_{n}\right) \\
= & x^{n} \operatorname{det}_{n}\left(e_{1}, e_{2},, \ldots, e_{n}\right) \\
& \quad-x^{n-1} \sum_{j=1}^{n} \operatorname{det}_{n}\left(e_{1}, e_{2}, \ldots, A_{j}, \ldots, e_{n}\right) \\
& +x^{n-2} \sum_{1 \leq j_{1}<j_{2} \leq n} \operatorname{det}_{n}\left(e_{1}, e_{2}, \ldots, A_{j_{1}}, \ldots, A_{j_{2}}, \ldots, e_{n}\right) \\
& \vdots \\
& (-1)^{n} \operatorname{det}_{n}\left(A_{1}, A_{2}, \ldots, A_{n}\right) \\
= & x^{n}+a_{n-1} x^{n-1}+a_{n-2} x^{n-2}+\cdots+(-1)^{n} a_{0}
\end{aligned}
$$

where

$$
a_{n-k}=(-1)^{k} \sum_{1 \leq j_{1}<j_{2}<\cdots<j_{k} \leq n} \operatorname{det}_{n}\left(\ldots, A_{j_{1}}, \ldots, A_{j_{2}}, \ldots, A_{j_{k}}, \ldots\right) .
$$

(The term in this sum the term corresponding to $j_{1}<j_{2}<\cdots<$ $j_{k}$ has for its columns in the $k$ places $j_{1}, j_{2}, \ldots, j_{k}$ the corresponding columns of $A$ and in all other places the corresponding columns of $I_{n}=$ $\left.\left[e_{1}, \ldots, e_{n}\right].\right)$ This shows $\operatorname{char}_{A}(x)=x^{n}+a_{n-1} x^{n-1}+a_{n-2} x^{n-2}+\cdots+a_{0}$ which is a polynomial of the desired form.

Now consider what happens when we use the matrix $x I-A$ in Theorem 4.19. We get

$$
\begin{align*}
\operatorname{adj}\left(x I_{n}-A\right)\left(x I_{n}-A\right) & =\left(x I_{n}-A\right) \operatorname{adj}\left(x I_{n}-A\right) \\
& =\operatorname{det}_{n}\left(x I_{n}-A\right) I_{n}=\operatorname{char}_{A}(x) I_{n} \tag{4.14}
\end{align*}
$$

The matrix $\operatorname{adj}\left(x I_{n}-A\right)$ will be a polynomial in $x$ with coefficients which are $n \times n$ matrices out of $R$. Write it as

$$
\operatorname{adj}\left(x I_{n}-A\right)=x^{k} B_{k}+x^{k-1} B_{k-1}+\cdots+B_{0}
$$

with $x^{k} \neq 0$. Then leading term of $\operatorname{adj}\left(x I_{n}-A\right)\left(x I_{n}-A\right)$ is $x^{k+1} B_{k}+$ $\ldots$ so we have that $\operatorname{adj}\left(x I_{n}-A\right)\left(x I_{n}-A\right)$ is of degree $k+1$ but then $\operatorname{adj}\left(x I_{n}-A\right)\left(x I_{n}-A\right)=\operatorname{char}_{A}(x) I_{n}$ implies that $k+1=n$ (as $\operatorname{char}_{A}(x) I_{n}$ has degree $n$. Thus $\operatorname{adj}\left(x I_{n}-A\right)$ has degree $n-1$. (This could also be seen using the definition of $\operatorname{adj}\left(x I_{n}-A\right)$ as a matrix whose elements are determinant of order $n-1$ and using an argument like that of the proof of Proposition 4.26.) If $n=4$ and we let the characteristic polynomial of $A$ be

$$
\operatorname{char}_{A}(x)=x^{4}+a_{3} x^{3}+a_{2} x^{2}+a_{1} x+a_{0}
$$

and

$$
\operatorname{adj}\left(x I_{4}-A\right)=B_{3} x^{3}+B_{2} x^{2}+B_{1} x^{1}+B_{0}
$$

Then

$$
\begin{aligned}
& \left(x I_{4}-A\right) \operatorname{adj}\left(x I_{4}-A\right)=\left(x I_{4}-A\right)\left(B_{3} x^{3}+B_{2} x^{2}+B_{1} x^{1}+B_{0}\right) \\
& \quad=B_{3} x^{4}+\left(B_{2}-B_{3} A\right) x^{3}+\left(B_{1}-B_{2} A\right) x^{2}+\left(B_{0}-B_{1} A\right) x-B_{0} A
\end{aligned}
$$

But by (4.14)
$\left(x I_{4}-A\right) \operatorname{adj}\left(x I_{4}-A\right)=\operatorname{char}_{A}(x) I_{4}=\left(x^{4}+a_{3} x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right) I_{4}$.
Equating the coefficients in the two expressions for $\left(x I_{4}-A\right) \operatorname{adj}\left(x I_{4}-\right.$ $A)$ gives

$$
\begin{align*}
a_{0} I_{4} & =-B_{0} A \\
a_{1} I_{4} & =B_{0}-B_{1} A \\
a_{2} I_{4} & =B_{1}-B_{2} A \\
a_{3} I_{4} & =B_{2}-B_{3} A \\
I_{4} & =B_{3} . \tag{4.15}
\end{align*}
$$

Multiply the second of these on the right by $A$, the third on the right by $A^{2}$, the forth by $A^{3}$ and the last by $A^{4}$. The result is

$$
\begin{aligned}
a_{0} I_{4} & =-B_{0} A \\
a_{1} A & =B_{0} A-B_{1} A^{2} \\
a_{2} A^{2} & =B_{1} A^{2}-B_{2} A^{3} \\
a_{3} A^{3} & =B_{2} A^{3}-B_{3} A^{4} \\
A^{4} & =B_{3} A^{4} .
\end{aligned}
$$

Now add these equations. On the right side the terms "telescope" (i.e. each term and its negative appear just once) so that after adding we get

$$
A^{4}+a_{3} A^{3}+a_{2} A^{2}+a_{1} A+a_{0} I_{4}=0 .
$$

The left side of this is just the characteristic polynomial, $\operatorname{char}_{A}(x)$, of $A$ evaluated at $x=A$. That is

$$
\operatorname{char}_{A}(A)=0
$$

No special properties of $n=4$ were used in this derivation so we have linear algebra's most famous result:
4.27. Theorem (Cayley-Hamilton Theorem). Let $R$ be a commutative ring, $A \in M_{n \times n}(R)$ and let $\operatorname{char}_{A}(x)=\operatorname{det}_{n}\left(x I_{n}-A\right)$ be the characteristic polynomial of $A$. Then $A$ is a root of $\operatorname{char}_{A}(x)$. That is

$$
\operatorname{char}_{A}(A)=0
$$

Problem 36. Prove this along the following lines: Write the characteristic polynomial as

$$
\operatorname{char}_{A}(x)=x^{n}+a_{n-1} x^{n-1}+a_{n-2} x^{n-2}+\cdots+a_{1} x+a_{0}
$$

and write $\operatorname{adj}\left(x I_{n}-A\right)$ as

$$
\operatorname{adj}\left(x I_{n}-A\right)=B_{n-1} x^{n-1}+B_{n-2} x^{n-2}+\cdots B_{1} x+B_{0} .
$$

Show then that equating coefficients of $x$ in $\left(x I_{n}-A\right) \operatorname{adj}\left(x I_{n}-A\right)=$ $\operatorname{char}_{A}(x)$ (cf. (4.14)) gives the equations

$$
\begin{aligned}
a_{0} I_{n} & =-B_{0} A \\
a_{1} I_{n} & =B_{0}-B_{1} A \\
a_{2} I_{n} & =B_{1}-B_{2} A \\
\vdots & =\quad \vdots \\
a_{n-2} I_{n} & =B_{n-3}-B_{n-2} A \\
a_{n-1} I_{n} & =B_{n-2}-B_{n-1} A \\
I_{n} & =B_{n-1} .
\end{aligned}
$$

Multiply these equations on the right by appropriate powers of $A$ to get

$$
\begin{aligned}
a_{0} I_{n} & =-B_{0} A \\
a_{1} A & =B_{0} A-B_{1} A^{2} \\
a_{2} A^{2} & =B_{1} A^{2}-B_{2} A^{3} \\
\vdots & =\quad \vdots \\
a_{n-2} A^{n-2} & =B_{n-3} A^{n-2}-B_{n-2} A_{n-1} \\
a_{n-1} A_{n-1} & =B_{n-2} A^{n-1}-B_{n-1} A^{n} \\
A^{n} & =B_{n-1} A^{n} .
\end{aligned}
$$

Finally add these to get

$$
A^{n}+a_{n-1} A^{n-1}+a_{n-2} A^{n-2}+\cdots+a_{2} A^{2}+a_{1} A+a_{0} I_{n}=0 .
$$

as required.
Problem 37. Assume that $A \in M_{n \times n}(R)$ and that $\operatorname{det}_{n}(A)$ is a unit in $R$. Then use the Cayley-Hamilton Theorem to show that the inverse $A^{-1}$ is a polynomial in $A$. Hint: Let the characteristic polynomial be given by $\operatorname{char}_{A}(x)=x^{n}+a_{n-1} x^{n-1}+\cdots+a_{0}$. Then evaluation at $x=0$ shows that $a_{0}=\operatorname{char}_{A}(0)=\operatorname{det}_{n}(-A)=(-1)^{n} \operatorname{det}_{n}(A)$. The Cayley-Hamilton Theorem yields that

$$
A^{n}+a_{n-1} A^{n-1}+a_{n-2} A^{n-2}+\cdots+a_{1} A+a_{0} I_{n}=0
$$

which can then be rewritten as

$$
A\left(A^{n-1}+a_{n-1} A^{n-2}+\cdots+a_{1} I_{n}\right)=-a_{0} I_{n}=(-1)^{n} \operatorname{det}_{n}(A) I_{n}
$$

Problem 38. In the system of equation (4.15) for $B_{0}, B_{1}, B_{2}, B_{3}$ in the $n=4$ case we can back solve for the $B_{k}$ 's and get

$$
\begin{aligned}
& B_{3}=I_{4} \\
& B_{2}=a_{3} I_{4}+B_{3} A=a_{3} I_{4}+A \\
& B_{1}=a_{2} I_{4}+B_{2} A=a_{2} I_{4}+a_{3} A+A^{2} \\
& B_{0}=a_{1} I_{4}+B_{1} A=a_{1} I_{4}+a_{2} A+a_{3} A^{2}+A^{3}
\end{aligned}
$$

Show that in the general case the formulas $B_{n-1}=I_{n}$ and

$$
\begin{aligned}
B_{k} & =a_{k+1} I_{n}+a_{k+2} A+a_{k+3} A^{2}+\cdots+a_{n-k-1} A^{n-k-2}+A^{n-k-1} \\
& =\sum_{j=0}^{n-k-1} a_{k+1+j} A^{j}
\end{aligned}
$$

hold for $k=0, \ldots, n-2$.
4.7. Sub-matrices and sub-determinants. The results here are important in the proof of the uniqueness of the Smith Normal form in Section 5.4, but will not be used until then. The reader that wants to skip this section until then, or those will to take the uniqueness of the Smith Normal form on faith, can skip it altogether.
4.7.1. The definition of sub-matrix and sub-determinant. Let $R$ be a commutative ring and $A \in M_{m \times n}$. We wish to define sub-matrices of $A$. Informally these are the results of crossing out some rows and columns of $A$ and what is left is a sub-matrix. To be more precise let $1 \leq k \leq m$ and $1 \leq \ell \leq n$. Then for finite increasing sequences

$$
\begin{aligned}
K & =\left(i_{1}, i_{2}, \ldots, i_{k}\right) \quad \text { with } \quad 1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq m \\
L & =\left(j_{1}, j_{2}, \ldots, j_{\ell}\right) \quad \text { with } \quad 1 \leq j_{1}<j_{2}<\cdots<j_{\ell} \leq n .
\end{aligned}
$$

Then the sub-matrix $A_{K, L}$ is

$$
A_{K, L}:=\left[\begin{array}{cccc}
a_{i_{1} j_{1}} & a_{i_{1} j_{2}} & \cdots & a_{i_{1} j_{\ell}} \\
a_{i_{2} j_{1}} & a_{i_{2} j_{2}} & \cdots & a_{i_{2} j_{\ell}} \\
\vdots & \vdots & \ddots & \vdots \\
a_{i_{k} j_{1}} & a_{i_{k} j_{2}} & \cdots & a_{i_{k} j_{\ell}}
\end{array}\right] .
$$

Thus $A_{K, L}$ is the matrix that has elments $a_{i j}$ with $i$ in $K$ and $j$ in $L$. As a concrete example let

$$
A=\left[\begin{array}{ccccc}
a_{11} & a_{12} & a_{13} & a_{14} & a_{15} \\
a_{21} & a_{22} & a_{23} & a_{24} & a_{25} \\
a_{31} & a_{32} & a_{33} & a_{34} & a_{35} \\
a_{41} & a_{42} & a_{43} & a_{44} & a_{45}
\end{array}\right]
$$

and

$$
K=(2,4), \quad L=(2,3,5)
$$

Then

$$
A_{K, L}=A_{(2,3),(2,3,5)}=\left[\begin{array}{lll}
a_{22} & a_{23} & a_{25} \\
a_{42} & a_{43} & a_{45}
\end{array}\right]
$$

We will write

$$
|K|=k, \quad|L|=\ell
$$

to be the number of elements in the lists $K$ and $L$ respectively. If $|K|=k$ and $|L|=\ell$ then $A_{K, L}$ is a $k \times \ell$ sub-matrix of $A$. If $|K|=|L|$ then $A_{I, L}$ will have the same number of rows and columns and so in this case $A_{I, L}$ is called a square sub-matrix of $A$.

For $|K|=|L|$ we can take the determinant of $A_{K, L}$ (this works even when the original matrix $A$ is not square). Then the $K-L$ th $\boldsymbol{s u b}-$ determinant of $A$ is $\operatorname{det} A_{K, L}$. When $A \in M_{n \times n}(R)$ is square, and $K=L$ then $A_{K, L}=A_{K, K}$ is called a principle sub-matrix of $A$ and $\operatorname{det} A_{K, K}$ is a principle sub-determinant of $A$.

Problem 39. If $A \in M_{m \times n}(R)$ then show that the number of $k \times \ell$ sub-matrices of $A$ is the product $\binom{m}{k}\binom{n}{\ell}$ of binomial coefficients. If $A \in M_{n \times n}(R)$ is square then show the number of $k \times k$ principle submatrices is $\binom{n}{k}$.

We can use the idea of principle sub-determinants to give a formula for the coefficients of the characteristic polynomial of a matrix.
4.28. Proposition. Let $R$ be a commutative ring and $A \in M_{n \times n}(R) a$ square matrix over $R$. Let the characteristic polynomial of $A$ be

$$
\operatorname{char}_{A}(x)=\operatorname{det}(x I-A)=x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}
$$

Then show

$$
a_{k}=(-1)^{n-k} \text { the sum of the } k \times k \text { principle sub-determinants of } A \text {. }
$$

Problem 40. Prove this. Hint: This is contained more or less explictly in the proof of Proposition 4.26.

For example if

$$
A=\left[\begin{array}{ccc}
1 & 1 & 1 \\
2 & 3 & 4 \\
4 & 9 & 16
\end{array}\right]
$$

then Proposition 4.28 implies

$$
\operatorname{char}_{A}(x)=x^{3}+a_{2} x^{2}+a_{1} x+a_{0}
$$

where

$$
a_{0}=1 \operatorname{det}(A)=-2
$$

$a_{1}=$ sum of $1 \times 1$ principle sub-determinants $=1+3+16=20$.

$$
\begin{aligned}
a_{2} & =-\left(\operatorname{det}\left[\begin{array}{ll}
1 & 1 \\
2 & 3
\end{array}\right]+\operatorname{det}\left[\begin{array}{cc}
1 & 1 \\
4 & 16
\end{array}\right]+\operatorname{det}\left[\begin{array}{cc}
3 & 4 \\
9 & 16
\end{array}\right]\right) \\
& =-(1+12+12)=-25
\end{aligned}
$$

The following trivial result will be useful later (for example in showing that over a field that a square matrix and its transpose are always similar).
4.29. Proposition. Let $A \in M_{m \times n}(R)$. Then for all $K, L$ for which the sub-matrix $A_{K, L}$ is defined we have that the transpose is given by

$$
\left(A_{K, L}\right)^{t}=\left(A^{t}\right)_{L, K} .
$$

Thus as the determinant of a square matrix equals the determinant of the transpose of the matrix we have that $|K|=|L|$ implies

$$
\operatorname{det} A_{K, L}=\operatorname{det}\left(A^{t}\right)_{L, K} .
$$

Problem 41. Prove this.
4.7.2. The ideal of $k \times k$ sub-determinants of a matrix. Let $R$ be a commutative ring and $A \in M_{m \times n}(R)$. For reasons that will only become clear when we look at the uniqueness of the Smith normal form, we wish to look at the ideal generated by the set of all $k \times k$ sub-determinants of $A$. Recall (see Proposition and Definition 1.8) the definition of the ideal generated by a finite collection of elements of a ring.
4.30. Definition. Let $A \in M_{m \times n}(R)$. Then define
$\mathcal{I}_{k}(A):=$ ideal of $R$ generated by the $k \times k$ sub-determinants of $A$.
for $1 \leq k \leq \min \{m, n\}$.
As an example $R=\mathbf{Z}$ be be the ring of integers and let

$$
A=\left[\begin{array}{cc}
4 & 6 \\
8 & 10 \\
14 & 12
\end{array}\right]
$$

Recall, Theorem 2.16, that in a principle ideal domain the ideal generated by a finite set, is just the principle ideal generated by the greatest common divisor of the elments. The $1 \times 1$ sub-determinants of $A$ are just its elments. Thus

$$
\mathcal{I}_{1}(A)=\langle 4,6,8,10,12,14\rangle=\langle 2\rangle,
$$

and

$$
\begin{aligned}
\mathcal{I}_{2}(A) & =\left\langle\operatorname{det}\left[\begin{array}{cc}
4 & 6 \\
8 & 10
\end{array}\right], \operatorname{det}\left[\begin{array}{cc}
4 & 6 \\
14 & 12
\end{array}\right], \operatorname{det}\left[\begin{array}{cc}
8 & 10 \\
14 & 12
\end{array}\right]\right\rangle \\
& =\langle-8,-36,-44\rangle \\
& =\langle 4\rangle
\end{aligned}
$$

The first result about the ideals $\mathcal{I}_{k}(A)$ is trivial.
4.31. Proposition. If $A \in M_{m \times n}(R)$ and $1 \leq k \leq \min \{m, n\}$ then

$$
\mathcal{I}_{k}(A)=\mathcal{I}_{k}\left(A^{t}\right) .
$$

That is the ideals $\mathcal{I}_{k}$ are the same for a matrix and its transpose.
Problem 42. Prove thus. Hint: Proposition 4.29.
We now wish to understand what happens to the ideals under matrix multiplication. First some notation. Let $1 \leq k \leq \min \{m, n\}$ and let $K, L$

$$
\begin{aligned}
& K=\left(i_{1}, i_{2}, \ldots, i_{k}\right) \quad \text { with } \quad 1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq m \\
& L=\left(j_{1}, j_{2}, \ldots, j_{k}\right) \quad \text { with } \quad 1 \leq j_{1}<j_{2}<\cdots<j_{k} \leq n .
\end{aligned}
$$

and, as above, let $A_{K, L}$ be the $k \times k$ sub-matrix

$$
A_{K, L}:=\left[\begin{array}{cccc}
a_{i_{1} j_{1}} & a_{i_{1} j_{2}} & \cdots & a_{i_{1} j_{k}} \\
a_{i_{2} j_{1}} & a_{i_{2} j_{2}} & \cdots & a_{i_{2} j_{k}} \\
\vdots & \vdots & \ddots & \vdots \\
a_{i_{k} j_{1}} & a_{i_{k} j_{2}} & \cdots & a_{i_{k} j_{k}}
\end{array}\right] .
$$

For an elment $j_{s}$ of $L$ let $A_{K, j_{s}}$ be the $s$ th column of $A_{K, L}$. That is

$$
A_{K, j_{s}}=\left[\begin{array}{c}
a_{i_{1} j_{s}} \\
a_{i_{2} j_{s}} \\
\vdots \\
a_{i_{k} j_{s}}
\end{array}\right] .
$$

Then we can write $A_{K, L}$ in terms of its columns as

$$
A_{K, L}=\left[A_{K, j_{1}}, A_{K, j_{2}}, \ldots, A_{K, j_{k}}\right] .
$$

Let $P \in M_{n \times n}(R)$. Then if we write $A=\left[A_{1}, A_{2}, \ldots, A_{n}\right]$ in terms of its columns and let $P=\left[p_{i j}\right]$ then the definition of matrix multiplication and some thought show that

$$
\begin{aligned}
A P & =\left[\sum_{i=1}^{n} A_{i} p_{i 1}, \sum_{i=1}^{n} A_{i} p_{i 2}, \ldots, \sum_{i=1}^{n} A_{i} p_{i n}\right] \\
& =\left[\sum_{i=1}^{n} p_{i 1} A_{i}, \sum_{i=1}^{n} p_{i 2} A_{i}, \ldots, \sum_{i=1}^{n} p_{i n} A_{i}\right]
\end{aligned}
$$

Therefore the $K-L$ square sub-matrix of $A P$ is

$$
(A P)_{K, L}=\left[\sum_{i=1}^{n} p_{i j_{1}} A_{K, i}, \sum_{i=1}^{n} p_{i j_{2}} A_{K, i}, \ldots, \sum_{i=1}^{n} p_{i j_{k}} A_{K, i}\right]
$$

Using that the determinant on $k \times k$ matrices is $k$ linear on the columns and also an alternating function we can expand $\operatorname{det}\left((A P)_{K, L}\right)$ in terms of the columns $A_{K, i}$ and use the alternating property to put the columns of the terms in increasing order of subscripts. The result of this is that

$$
\operatorname{det}\left((A P)_{K, S}\right)=\sum_{J} p_{J} \operatorname{det}\left(A_{K, J}\right)
$$

where the subscrits $J$ range over all sequences $1 \leq s_{1}<s_{2}<\ldots s_{k} \leq n$ and the ring elments $p_{J}$ are all of the form $p_{J}= \pm \prod_{t=1}^{k} p_{i s_{t}}$. This shows that any $k \times k$ sub-determinant $\operatorname{det}\left((A P)_{K, S}\right)$ of $A P$ can be expressed as a linear combination of $k \times k$ sub-determinants of $A$. By Propostion 1.11 this imlpies that $\mathcal{I}_{k}(A P) \subseteq \mathcal{I}_{k}(A)$. We record this fact.
4.32. Lemma. Let $A \in M_{m \times n}(R)$ and $P \in M_{n \times n}(R)$, Then the inclusion

$$
\mathcal{I}_{k}(A P) \subseteq \mathcal{I}_{k}(A)
$$

for all $k$ with $1 \leq k \leq \min \{m, n\}$.
4.33. Theorem. Let $A \in M_{m \times n}(R), Q \in M_{m \times m}(R)$, and any $P \in$ $M_{n \times n}(R)$. Then

$$
\mathcal{I}_{k}(Q A P) \subseteq \mathcal{I}_{k}(A)
$$

holds for $1 \leq k \leq \min \{m, n\}$. If also $P$ and $Q$ are invertible, then

$$
\mathcal{I}_{k}(Q A P)=\mathcal{I}_{k}(A)
$$

Proof. We use Lemma 4.32 and that taking transposes does not change the ideas $\mathcal{I}_{k}$ (Proposition 4.31).

$$
\begin{aligned}
\mathcal{I}_{k}(Q A P) & =\mathcal{I}_{k}((Q A) P) \\
& \subseteq \mathcal{I}_{k}(Q A)=\mathcal{I}_{k}\left((Q A)^{t}\right)=\mathcal{I}_{k}\left(A^{t} Q^{t}\right) \\
& \subseteq \mathcal{I}_{k}\left(A^{t}\right)=\mathcal{I}_{k}(A)
\end{aligned}
$$

If $P$ and $Q$ are invertible, let $B=Q A P$. Then $B=Q^{-1} A P^{-1}$ and so by what we have just shown

$$
\mathcal{I}_{k}(A) \supseteq \mathcal{I}_{k}(Q A P)=\mathcal{I}_{k}(B) \subseteq \mathcal{I}_{k}\left(Q^{-1} B P^{-1}\right)=\mathcal{I}_{k}(A) .
$$

Thus $\mathcal{I}_{k}(A)=\mathcal{I}_{k}(Q A P)$.
The following will not be used in what follows, but is of enough interest to be worth recording.
4.34. Proposition. Let $A \in M_{m \times n}(R)$. Then

$$
\mathcal{I}_{k+1}(A) \subseteq \mathcal{I}_{k}(A)
$$

for $1 \leq k \leq \min \{m, n\}-1$.
Problem 43. Prove this. Hint: Take any $(k+1) \times(k+1)$ subdeterminant of $A$ and expand it along its first column to express it as a linear combination of $k \times k$ sub-determinants of $A$. But if every $(k+1) \times(k+1)$ sub-determinant is a linear combination of $k \times k$ sub-determinants of $A$ then we must have $\mathcal{I}_{k+1}(A) \subseteq \mathcal{I}_{k}(A)$.

## 5. The Smith normal from.

5.1. Row and column operations and elementary matrices in $M_{n \times n}(R)$. Let $R$ be a commutative ring and $A \in M_{m \times n}(R)$. Then we wish to simplify $A$ by doing elementary row and column operations.

A type I elementary matrix is a square matrix of the form

$$
E:=\left[\begin{array}{ccccccc}
1 & & & \cdots & & & 0 \\
& \ddots & & & & & \\
& & 1 & & & & \\
\vdots & & & u & & & \vdots \\
& & & & 1 & & \\
0 & & & \cdots & & & 1
\end{array}\right]
$$

Where $u$ is a unit in the $(i, i)$ position.

Then is easy to check that the inverse of $E$ is also a type I elmentary matrix:

$$
E^{-1}:=\left[\begin{array}{ccccccc}
1 & & & \cdots & & & 0 \\
& \ddots & & & & & \\
& & 1 & & & & \\
\vdots & & & u^{-1} & & & \vdots \\
& & & & 1 & & \\
0 & & & \cdots & & & 1
\end{array}\right]
$$

Where $u^{-1}$ exists as $u$ is a unit.

We record for future use the effect of multiplying on the left or right by a type I elmentary matrix.
5.1. Proposition. Let $E \in M_{n \times n}(R)$ be an elementary matrix of type $I$ as above. Then the inverse of $E$ is also an elmentary matrix of type $I$. If $A \in M_{n \times p}(R)$ and $B \in M_{m \times n}$ then $E A$ is $A$ with the $i$-th row multiplied by $u$ and $B E$ is $B E$ with the $i$ column multiplied by $u$.

To be more explicit about what multiplication by $E$ does if

$$
A=\left[\begin{array}{ccc}
a_{11} & \cdots & a_{1 p} \\
\vdots & & \vdots \\
a_{i 1} & \cdots & a_{i p} \\
\vdots & & \vdots \\
a_{n 1} & \cdots & a_{n p}
\end{array}\right] \quad \text { and } \quad B=\left[\begin{array}{ccccc}
b_{11} & \cdots & b_{1 i} & \cdots & b_{1 n} \\
\vdots & & \vdots & & \\
b_{m 1} & \cdots & b_{m i} & \cdots & b_{m n}
\end{array}\right]
$$

then
$E A=\left[\begin{array}{ccc}a_{11} & \cdots & a_{1 p} \\ \vdots & & \vdots \\ u a_{i 1} & \cdots & u a_{i p} \\ \vdots & & \vdots \\ a_{n 1} & \cdots & a_{n p}\end{array}\right] \quad$ and $\quad B E=\left[\begin{array}{ccccc}b_{11} & \cdots & u b_{1 i} & \cdots & b_{1 n} \\ \vdots & & \vdots & & \\ b_{m 1} & \cdots & u b_{m i} & \cdots & b_{m n}\end{array}\right]$.
Also if we take $u=1$ in the definition of an elementary matrix of type I we see that the identity matrix $I_{n}$ is an elementary matrix of type I.

An elementary row operation of type $\boldsymbol{I}$ on the matrix $A$ is multiplying one of the rows of $A$ by a unit of $R$. Likewise an elementary column operation of type $\boldsymbol{I}$ on the matrix $A$ is multiplying one of the columns by a unit. Note that doing an elementary row or column operation of type I on $A$ is the same as multiplying $A$ by an elementary matrix of type I.

An elementary matrix of type $\boldsymbol{I I}$ is just the identity matrix with two of its rows interchanged. Let $1 \leq i<j \leq n$ and $E$ be the identity matrix with its $i$-th and $j$-th rows interchanged. Then

$$
E=\left[\begin{array}{lllllll} 
& & & i \text {-th } \\
\text { col. }
\end{array} \quad \begin{array}{l}
j \text {-th } \\
\text { col. }
\end{array}\right]
$$

Note that $E$ is can also be obtained from interchanging the $i$-th and $j$-columns of $I_{n}$, so we could also have defined a type II elementary matrix to be the identity matrix with two of its columns interchanged. When $n=2$ we have

$$
\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]^{2}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]=I_{2}
$$

This calculation generlizes easily and we see for any elmentary matrix of type II that $E^{2}=I_{n}$. Thus $E$ is invertible with $E^{-1}=E$. We summarize the basic properties of type II elmentary matrices.
5.2. Proposition. Let $E \in M_{n \times n}(R)$ be an elementary matrix of type $I I$. Then the inverse of $E$ is its own inverse. If $A \in M_{n \times p}(R)$ and $B \in M_{m \times n}$ then $E A$ is $A$ with the $i$-th and $j$-th rows interchanged and $B E$ is $B$ with the $i$-th and $j$-th columns interchanged.

An elmentary row operation of type $\boldsymbol{I I}$ on the matrix $A$ interchanging is interchanging two of the rows of $A$. Likewise an elmentary column operation of type II on the matrix $A$ is interchanging two of the columns of $A$. Thus doing an elmentary row or column operation of type II on $A$ is the same as multiplying $A$ by an elmentary matrix of type II. Note that interchanging the $i$-th and $j$-th rows of a matrix twice leaves the matrix unchanged. This is another way of seeing that for an elmentary matrix of type II that $E^{2}=I$.

An elementary matrix of type III differs from the identity matrix by having one one off diagonal entry nonzero. If the off diagonal
element is $r$ appearing at the $i j$ place then $E$ is

$$
E=\left[\right] i \text {-th row. }
$$

(This is the form of $E$ when $i<j$. If $j<i$ then then $r$ is below the diagonal.)

If $A \in M_{n \times p}(R)$ then $A$ has $n$ rows. Let $A^{1}, \ldots, A^{n}$ be the rows of $A$ so that

$$
A=\left[\begin{array}{c}
A^{1} \\
A^{2} \\
\vdots \\
A^{n}
\end{array}\right]
$$

If $E$ is the $n \times n$ elmentary matrix of type III that has $r$ in the $i j$ place (with $i \neq j$ ) then multiplying $A$ on the left by $E$ adds $r$ times the $j$-th row of $A$ to the $i$-th row and leaves the other rows unchanged. That is

$$
E A=\left[\begin{array}{c}
A^{1} \\
\vdots \\
A^{i}+r A^{j} \\
\vdots \\
A^{j} \\
\vdots \\
A^{n}
\end{array}\right]
$$

For example when $n=4, i=3$ and $j=1$ this is

$$
E A=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
r & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
A^{1} \\
A^{2} \\
A^{3} \\
A^{4}
\end{array}\right]=\left[\begin{array}{c}
A^{1} \\
A^{2} \\
A^{3}+r A^{1} \\
A^{4}
\end{array}\right]
$$

If $B \in M_{m \times n}(R)$ then $B$ has $n$ columns, say $B=\left[B_{1}, B_{2}, \ldots, B_{n}\right]$. Then multiplcation of $B$ on the right by $E$ adds $r$ times the $i$-th column of $B$ to the $j$-th column and leaves the other columns unchanged. That
is

$$
\begin{aligned}
B E & =\left[B_{1}, \ldots, B_{i}, \ldots, B_{j}, \ldots, B_{n}\right] E \\
& =\left[B_{1}, \ldots, B_{i}, \ldots, B_{j}+r B_{i}, \ldots, B_{n}\right]
\end{aligned}
$$

Again looking at the case of $n=4, i=3$ and $j=1$ this is

$$
\begin{aligned}
B E & =\left[B_{1}, B_{2}, B_{3}, B_{4}\right]\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
r & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \\
& =\left[B_{1}+r B_{3}, B_{2}, B_{3}, B_{4}\right] .
\end{aligned}
$$

As to the inverse of this $4 \times 4$ example just change the $r$ to a $-r$ :

$$
\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
r & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
-r & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

In general if $E$ is the elementary matrix of type III with $r$ in the $i j$-th place (with $i \neq j$ ) then the inverse, $E^{-1}$, of $E$ is the elementary matrix of type III with $-r$ in the $i j$ place. This can also be seen as follows. Multiplication of $A$ on the left by $E$ adds $r$ times the $j$-th row of $A$ to the $i$-th row and leaves the other rows unchanged. If $A^{\prime}$ is the resulting matrix, then subtracting $r$ times the $j$-th row of $A^{\prime}$ to the $i$-th row of $A^{\prime}$ is $A$ (as the $j$-th row of $A^{\prime}$ is $A_{j}$ and the $i$-th row of $A^{\prime}$ is $A_{i}+r A_{j}$ ).

An elementary row operation of type III on the matrix $A$ interchanging is adding a scalar multiple of one row to another. Likewise an elementary column operation of type III on the matrix $A$ is adding a scalar multiple of one column to another column. So doing an elementary row or column operation of type III on $A$ is the same as multiplying $A$ by an elementary matrix of type III.

Problem 44. Show the following:
(1) An elementary matrix of type I is the result of doing an elementary row operation of type I on the identity matrix $I_{n}$.
(2) An elementary matrix of type II is the result of doing an elementary row operation of type II on the identity matrix $I_{n}$.
(3) An elementary matrix of type III is the result of doing an elementary row operation of type III on the identity matrix $I_{n}$.
5.3. Definition. An elementary matrix is a matrix that is an elementary matrix of type I, II, or III. type III.
5.4. Definition. An elementary row operation on a matrix is either an elementary row operation of type I, II, or III. An An elementary column operation on a matrix is either an elementary column operation of type I, II, or III.
5.2. Equivalent matrices in $M_{m \times n}(R)$. We now with to see how much we can simply matrices by doing row and column operations.
5.5. Definition. Let $A, B \in M_{m \times n}(R)$. Then
(1) $A$ and $B$ are row-equivalent iff $B$ can be obtained from $A$ by a finite number of elementary row operations.
(2) $A$ and $B$ are column-equivalent iff $B$ can be obtained from $A$ by a finite number of elementary column operations.
(3) $A$ and $B$ are equivalent iff $B$ can be obtained from $A$ by a finite number of of both row and column operations. We will use the notation $A \cong B$ to indicate that $A$ and $B$ are equivalent.

Our discussion of the relationship between elementary row and column operations and multiplication by elementary matrices makes the following clear.
5.6. Proposition. Let $A, B \in M_{m \times n}(R)$.
(1) $A$ and $B$ are row equivalent if and only if there is a finite sequence $P_{1}, P_{2}, \ldots, P_{k}$ elementary matrices of size $m \times m$ so that $B=P_{k} P_{k-1} \cdots P_{1} A$.
(2) $A$ and $B$ are row equivalent if and only if there is a finite sequence $Q_{1}, Q_{2}, \ldots, Q_{k}$ elementary matrices of size $n \times n$ so that $B=A Q_{1} Q_{2} \cdots Q_{k}$.
(3) $A$ and $B$ are equivalent if and only if there is a finite sequence $P_{1}, P_{2}, \ldots, P_{k}$ elementary matrices of size $m \times m$ and a finite sequence $Q_{1}, Q_{2}, \ldots, Q_{l}$ elementary matrices of size $n \times n$ so that $B=P_{k} P_{k-1} \cdots P_{1} A Q_{1} Q_{2} \cdots Q_{l}$.
5.7. Proposition. All three of the relations of row-equivalence, columnequivalence, and equivalence are equivalence relations.

Proof. We prove this for the case of equivalence, the other two cases being similar and a bit easier. We use the version of equivalence in terms of multiplication by elementary matrices given in Proposition 5.6. As $I_{m}$ and $I_{n}$ are elementary matrices and $A=I_{m} A I_{n}$ we have that $A \cong A$. Thus $\cong$ is reflective. If $A \cong B$ then there are elementary matrices $P_{1}, \ldots, P_{k}$ and $Q_{1}, \ldots, Q_{l}$ of the appropriate size so that $B=P_{k} P_{k-1} \cdots P_{1} A Q_{1} Q_{2} \cdots Q_{l}$. But we can solve for $A$ and get $A=P_{1}^{-1} P_{2}^{-1} \cdots P_{k}^{-1} B Q_{l}^{-1} \cdots Q_{2}^{-1} Q_{1}^{-1}$. As the inverse of an elementary matrix is also an elementary matrix, this implies $B \cong A$. Therefore
$\cong$ is symmetric. Finally if $A \cong B$ and $B \cong C$ then there are elementary matrices $P_{1}, \ldots, P_{k}, P_{1}^{\prime}, \ldots, P_{k^{\prime}}^{\prime}, Q_{1}, \ldots, Q_{l}$, and $Q_{1}^{\prime}, \ldots, Q_{l^{\prime}}^{\prime}$ so that $B=P_{k} P_{k-1} \cdots P_{1} A Q_{1} Q_{2} \cdots Q_{l}$ and $C=P_{k^{\prime}}^{\prime} \cdots P_{1}^{\prime} B Q_{1}^{\prime} \cdots Q_{l^{\prime}}^{\prime}$. Therefore

$$
C=P_{k^{\prime}}^{\prime} \cdots P_{1}^{\prime} P_{k} P_{k-1} \cdots P_{1} A Q_{1} Q_{2} \cdots Q_{l} Q_{1}^{\prime} \cdots Q_{l^{\prime}}^{\prime}
$$

which shows that $A \cong C$. This shows that $\cong$ is transitive and completes the proof.
5.3. Existence of the Smith normal form. Our goal is to simplify matrices $A \in M_{m \times n}(R)$ as much as possible by use of elementary row and columns. For general rings this is a hard problem, but in the case that $R$ is a Euclidean domain (which for us means the integers, $\mathbf{Z}$, or the polynomials, $\mathbf{F}[x]$, over a field $\mathbf{F}$ ) this has a complete solution: Every matrix $A \in M_{m \times n}(R)$ is equivalent to a diagonal matrix. Moreover by requiring that the diagonal elements satisfy some extra conditions on the diagonal elements this diagonal form is unique. This will allow us to understand when two matrices over a field are similar as $A, B \in$ $M_{n \times n}(\mathbf{F})$ are similar if and only if they have the matrices $x I_{n}-A$ and $x I_{n}-B$ are equivalence in $M_{n \times n}(\mathbf{F}[x])$ (cf. Theorem 6.1).

Before stating the basic result we recall that if $R$ is a commutative, and $a, b \in R$ then we write $a \mid b$ to mean that " $a$ divides $b$ " (cf. 2.6).
5.8. Theorem (Existence of Smooth normal form). Let $R$ be an Euclidean domain. Then every $A \in M m \times n(R)$ is equivalent to diagonal matrix of the form

$$
\left[\begin{array}{cccccc}
f_{1} & & & & & \\
& f_{2} & & & & \\
& & \ddots & & & \\
& & & f_{r} & & \\
& & & & 0 & \\
& & & & & \ddots
\end{array}\right] \quad \begin{aligned}
& \text { This is } m \times n \text { and } \\
& \text { all off diagonal el- } \\
& \text { ements are } 0 .
\end{aligned}
$$

where $f_{1}\left|f_{2}\right| \cdots\left|f_{r-1}\right| f_{r}$.
5.9. Remark. It is important that $R$ is a Euclidean domain in this result. It can be shown that this theorem for matrices over a commutative ring $R$ if and only if every ideal in $R$ is principle (such rings are called, naturally enough, principle ideal rings). This is a very strong property on a ring.

Proof. We use induction on $m+n$. The case case is $m+n=2$ in which case the matrix $A$ is $1 \times 1$ and there is nothing to prove. So let $A \in M_{m \times n}(R)$ and assume that the result is true for all matrices in
any $M_{m^{\prime} \times n^{\prime}}(R)$ where $m^{\prime}+n^{\prime}<m+n$. If $A=0$ then $A$ is already in the required form and there is nothing to prove, so assume that $A \neq 0$. Let $\delta: R \rightarrow\{0,1,2, \ldots\}$ be as in the definition of Euclidean domain and let $\mathcal{A}$ be the set of all entries of elements of matrices equivalent to $A$, and let $f_{1} \in \mathcal{A}$ be a nonzero element of $\mathcal{A}$ that minimizes $\delta$. That is $\delta\left(f_{1}\right) \leq \delta(a)$ for all $0 \neq a \in \mathcal{A}$. (Recall that $\delta(0)$ is undefined, so we leave it out of the competition for minimizer.) Let $B$ be a matrix equivalent to $A$ that has $f_{1}$ as an element. If $f_{1}$ is in the $i, j$-th place of $B$, then we can can interchange the first and $i$-th row of $B$ and then the first and $j$-th column of $B$ and assume that $f_{1}$ is in the 1,1 place of $B$. (Interchanging rows and columns are elementary row and column operations and so the resulting matrix is still equivalent to $A$.) So $B$ is of the form

$$
B=\left[\begin{array}{ccccc}
f_{1} & b_{12} & b_{13} & \cdots & b_{1 n} \\
b_{21} & b_{22} & b_{23} & \cdots & b_{2 n} \\
b_{31} & b_{32} & b_{33} & \cdots & b_{3 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
b_{m 1} & b_{m 2} & b_{m 3} & \cdots & b_{m n}
\end{array}\right]
$$

We can use the division algorithm in $R$ to find a quotient and remainder when the elments $b_{21}, b_{31}, \ldots, b_{m 1}$ of the first column are divided by $f_{1}$. That is there are $q_{2}, \ldots, q_{m}, r_{2}, \ldots, r_{m} \in R$ so that $b_{i 1}=q_{i} f_{1}+r_{i}$ where either $r_{i}=0$ or $\delta\left(r_{i}\right)<\delta\left(f_{1}\right)$. Then $r_{i}=b_{i 1}-q_{j} f_{1}$. Now doing the $m-1$ row operations of taking $-q_{i}$ times the first row of $A$ and adding to the $i$-th row we get that $B$ (and thus also $A$ ) is equivalent

$$
\left[\begin{array}{ccccc}
f_{1} & b_{12} & b_{13} & \cdots & b_{1 n} \\
b_{21}-q_{2} f_{1} & * & * & \cdots & * \\
b_{31}-q_{3} f_{1} & * & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
b_{m 1}-q_{m} f_{1} & * & * & \cdots & *
\end{array}\right]=\left[\begin{array}{ccccc}
f_{1} & b_{12} & b_{13} & \cdots & b_{1 n} \\
r_{2} & * & * & \cdots & * \\
r_{3} & * & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
r_{m} & * & * & \cdots & *
\end{array}\right]
$$

where $*$ is use to represent unspecified elments of $R$. As this matrix is equivalient to $A$ and by the way that $f_{1}$ we must have $r_{2}=r_{3}=$ $\cdots r_{m}=0$ (as otherwise $\delta\left(r_{j}\right)<\delta\left(f_{1}\right)$ and $f_{1}$ was choosen so that $\delta\left(f_{1}\right) \leq \delta(b)$ for any nonzero elment of a matrix equivalent to $\left.A\right)$. Thus our matrix is of the form

$$
\left[\begin{array}{ccccc}
f_{1} & b_{12} & b_{13} & \cdots & b_{1 n} \\
0 & * & * & \cdots & * \\
0 & * & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & * & * & \cdots & *
\end{array}\right]
$$

We now clear out the first row in the same manner. There are $p_{j}$ and $s_{j}$ so that $b_{1 j}=p_{j} f_{1}+s_{j}$ and either $s_{j}=0$ or $\delta\left(s_{j}\right)<\delta\left(f_{1}\right)$. Then by doing the $n-1$ column operations of taking $-p_{j}$ times the first column and adding to the $j$-th column we can farther reduce our matrix to

$$
\left[\begin{array}{ccccc}
f_{1} & a_{12}-p_{2} f_{1} & a_{13}-p_{3} f_{1} & \cdots & a_{1 n}-p_{n} f_{1} \\
0 & * & * & \cdots & * \\
0 & * & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & * & * & \cdots & *
\end{array}\right]=\left[\begin{array}{ccccc}
f_{1} & s_{2} & s_{3} & \cdots & s_{n} \\
0 & * & * & \cdots & * \\
0 & * & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & * & * & \cdots & *
\end{array}\right]
$$

Exactly as above this the minimulity of $\delta\left(f_{1}\right)$ over all elments in matrices equivalent to $A$ implies that $s_{j}=0$ for $j=2, \ldots, n$. So we now have that $A$ is equivalent to the matrix

$$
C=\left[\begin{array}{ccccc}
f_{1} & 0 & 0 & \cdots & 0 \\
0 & * & * & \cdots & * \\
0 & * & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & * & * & \cdots & *
\end{array}\right]=\left[\begin{array}{ccccc}
f_{1} & 0 & 0 & \cdots & 0 \\
0 & c_{22} & c_{23} & \cdots & c_{2 n} \\
0 & c_{32} & c_{33} & \cdots & c_{3 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & c_{m 2} & c_{m 3} & \cdots & c_{m n}
\end{array}\right]
$$

If either $m=1$ or $n=1$ then $C$ is of one of the two forms

$$
\left[f_{1}, 0,0, \ldots, 0\right], \quad \text { or } \quad\left[\begin{array}{c}
f_{1} \\
0 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

and we are done.
So assume that $m, n \geq 2$. We claim that every elment in this matrix is divisable by $f_{1}$. To see this consider any elment $c_{i j}$ in the $i$-th row (where $i, j \geq 2$ ). Then we can the $i$-th row to the first row to get the matrix:

$$
\left[\begin{array}{ccccc}
f_{1} & c_{i 1} & c_{i 2} & \cdots & c_{i n} \\
0 & c_{22} & c_{23} & \cdots & c_{2 n} \\
0 & c_{32} & c_{33} & \cdots & c_{3 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & c_{m 2} & c_{m 3} & \cdots & c_{m n}
\end{array}\right]
$$

which is equivalent to $A$. We use the same trick as above. There are $t_{j}, \rho_{j} \in R$ for $2 \leq j \leq n$ so that $c_{i j}=t_{j} f_{1}+\rho_{j}$ with $\rho_{j}=0$ or $\delta\left(\rho_{j}\right)<\delta\left(f_{1}\right)$. Then add $-t_{j}$ times the first column of to the $j$-th
column to get

$$
\left[\begin{array}{ccccc}
f_{1} & a_{i 2}-t_{2} f_{1} & a_{i 3}-t_{3} f_{1} & \cdots & a_{i n}-t_{n} f_{1} \\
0 & * & * & \cdots & * \\
0 & * & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & * & * & \cdots & *
\end{array}\right]=\left[\begin{array}{ccccc}
f_{1} & \rho_{2} & \rho_{3} & \cdots & \rho_{n} \\
0 & * & * & \cdots & * \\
0 & * & * & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & * & * & \cdots & *
\end{array}\right] .
$$

As this matrix is equivalent to $A$ again the minimality of $\delta\left(f_{1}\right)$ implies that $\delta\left(\rho_{j}\right)=0$ for $j=2, \ldots, n$. Therefore $c_{i j}=t_{j} f_{1}$ which implies that $c_{i j}$ is divisiable by $f_{1}$.

As each elment of $C$ is divisable by $f_{1}$ we can write $c_{i j}=f_{1} c_{i j}^{\prime}$. Factor the $f_{1}$ out of the elments of $C$ imlies that we can write $C$ in block form as

$$
C=\left[\begin{array}{cc}
f_{1} & 0  \tag{5.1}\\
0 & f_{1} C^{\prime}
\end{array}\right]
$$

where $C^{\prime}$ is $(m-1) \times(n-1)$.
Now at long last we get to use the induction hypothesis. As ( $m-$ 1) $+(n-1)<m+n$ the matrix $C^{\prime}$ is equivalent to a matrix of the form

$$
\left[\begin{array}{cccccc}
f_{2}^{\prime} & & & & & \\
& f_{2}^{\prime} & & & & \\
& & \ddots & & & \\
& & & f_{r}^{\prime} & & \\
& & & & 0 & \\
& & & & & \ddots
\end{array}\right]
$$

where $f_{2}^{\prime}, f_{3}^{\prime}, \ldots, f_{r}^{\prime}$ satisfy $f_{2}^{\prime}\left|f_{3}^{\prime}\right| \cdots \mid f_{r}^{\prime}$. (We start at $f_{2}^{\prime}$ rather than $f_{1}^{\prime}$ to make later notation easier.) This means there is a $(m-1) \times(m-1)$ matrix $P$ and an $(n-1) \times(n-1)$ matrices $Q$ so that each of $P$ and $Q$ are products of elmentary matrices and so that

$$
P C^{\prime} Q=\left[\begin{array}{llllll}
f_{2}^{\prime} & & & & & \\
& f_{3}^{\prime} & & & & \\
& & \ddots & & & \\
& & & f_{r}^{\prime} & & \\
& & & & 0 & \\
& & & & & \ddots
\end{array}\right]
$$

This in turn implies

$$
\begin{aligned}
P f_{1} C^{\prime} Q & =f_{1} P C^{\prime} Q=f_{1}\left[\begin{array}{ccccc}
f_{2}^{\prime} & & & & \\
& f_{3}^{\prime} & & & \\
& & \ddots & & \\
& & & f_{r}^{\prime} & \\
& & & & 0 \\
& & & \\
& =\left[\begin{array}{lllll}
f_{1} f_{2}^{\prime} & & & & \\
& f_{1} f_{3}^{\prime} & & & \\
& & \ddots & & \\
& & & f_{1} f_{r}^{\prime} & \\
& & & & \\
& & & & \\
& & & & \ddots
\end{array}\right]
\end{array},\right.
\end{aligned}
$$

The block matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & P
\end{array}\right] \text { and }\left[\begin{array}{cc}
1 & 0 \\
0 & Q
\end{array}\right]
$$

are of size $m \times m$ and $n \times n$ respecitively and are products of elementary matrices. Using our calculation of $P f_{1} C^{\prime} Q$ in equation (5.1) gives

$$
\begin{aligned}
& {\left[\begin{array}{ll}
1 & 0 \\
0 & P
\end{array}\right] C\left[\begin{array}{ll}
1 & 0 \\
0 & Q
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & P
\end{array}\right]\left[\begin{array}{cc}
f_{1} & 0 \\
0 & f_{1} C^{\prime}
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & Q
\end{array}\right]} \\
& =\left[\begin{array}{cc}
f_{1} & 0 \\
0 & P f_{1} C^{\prime} Q
\end{array}\right] \\
& =\left[\begin{array}{llllll}
f_{1} & & & & & \\
& f_{1} f_{2}^{\prime} & & & & \\
& & \ddots & & & \\
& & & f_{1} f_{r}^{\prime} & & \\
& & & & 0 & \\
& & & & & \ddots
\end{array}\right] \\
& =\left[\begin{array}{llllll}
f_{1} & & & & & \\
& f_{2} & & & & \\
& & \ddots & & & \\
& & & f_{r} & & \\
& & & & 0 & \\
& & & & & \ddots
\end{array}\right]
\end{aligned}
$$

where $f_{2}=f_{1} f_{2}^{\prime}, f_{3}=f_{1} f_{3}^{\prime}, \ldots, f_{r}=f_{1} f_{r}^{\prime}$. As this matrix is equivalent to $A$ to finish the proof it it enough to show that $f_{1}\left|f_{2}\right| f_{3} \cdots f_{r}$. As $f_{2}=f_{1} f_{2}^{\prime}$ it is clear that $f_{1} \mid f_{2}$. If $2 \leq j \leq r-1$ then we have that $f_{j}^{\prime} \mid f_{j+1}^{\prime}$ so by definition there is a $c_{j} \in R$ so that $f_{j+1}^{\prime}=c_{j} f_{j}^{\prime}$. Multiply by $f_{1}$ and use $f_{j}=f_{1} f_{j}^{\prime}$ and $f_{j+1}=f_{1} f_{j+1}^{\prime}$ to get $f_{j+1}=f_{1} f_{j+1}^{\prime}=$ $f_{1} c_{j} f_{j}^{\prime}=c_{j} f_{j}$. This implies that $f_{j} \mid f_{j+1}$ and we are done.
5.3.1. An application of the existence of the Smith normal form: invertible matrices are products of elementary matrices. Theorem 5.8 lets us give a very nice characterization of invertible matrices.
5.10. Theorem. Let $A \in M_{n \times n}(R)$ be a square matrix over an Euclidean domain. Then $A$ is invertible if and only if it is a product of elementary matrices.

Proof. One direction is clear: Elementary matrices are invertible, so product of elementary matrices is invertible.

Now assume that $A$ in invertible. Then by Theorem 5.8 $A$ is equivalent to a diagonal matrix

$$
D=\operatorname{diag}\left(f_{1}, f_{2}, \ldots, f_{r}, 0, \ldots, 0\right)
$$

There is here are matrices $P$ and $Q$, each a product of elementary matrices, so that

$$
A=P D Q
$$

As $A, P$ and $Q$ are invertible their determinants are units (Theorem 4.21) and therefore from $\operatorname{det}(A)=\operatorname{det}(P) \operatorname{det}(D) \operatorname{det}(Q)$ it follows that $\operatorname{det}(D)=\operatorname{det}(A) \operatorname{det}(P)^{-1} \operatorname{det}(Q)^{-1}$ is a unit. But the determinant of a diagonal matrix is the product of its diagonal elements. Thus in the definition of $D$ if $r<n$ there will be a zero on the diagonal and so $\operatorname{det}(D)=0$, which is not a unit. Thus $r=n$ and so $\operatorname{det}(D)=f_{1} f_{2} \cdots f_{n}$. But then $f_{1}\left(f_{2} \cdots f_{n} \operatorname{det}(D)^{-1}\right)=1$ so that $f_{1}$ is a unit with inverse $f_{1}^{-1}=\left(f_{2} \cdots f_{n} \operatorname{det}(D)^{-1}\right)$. Likewise each $f_{k}$ is a unit with inverse $f_{k}^{-1}=\operatorname{det}(D)^{-1} \prod_{j \neq k} f_{j}$. But then letting $E_{k}$ be the diagonal matrix

$$
E_{k}=\operatorname{diag}\left(1,1, \ldots, f_{k}, \ldots, 1\right)
$$

(all ones on the diagonal except at the $k$-th place where $f_{k}$ appears) we have that $E_{k}$ is a an elementary matrix and that $D$ factors as

$$
D=E_{1} E_{2} \cdots E_{n}
$$

Thus $D$ is a product of elementary matrices. But then $A=P D Q$ is a product of elementary matrices. This completes the proof.
5.4. Uniqueness of the Smith normal form. Recall, Theorem 2.16, that in a Euclidean domain $R$ that any finite set of elements $\left\{a_{1}, a_{2}, \ldots, a_{\ell}\right\}$ has a greatest common divisor and that the greatest common divisor of $\left\{a_{1}, a_{2}, \ldots, a_{\ell}\right\}$ is the generator of the ideal $\left\langle a_{1}, a_{2}, \ldots, a_{\ell}\right\rangle$ (which is a principle ideal by Theorem 2.7). Recall, Definition 4.30, for $A \in M_{m \times n}$ that $\mathcal{I}_{k}(A)$ is the ideal of $R$ generated by all $k \times k$ sub-determinants of $A$. Therefore

$$
\begin{equation*}
\operatorname{gcd} \text { of } k \times k \text { sub-determinats of } A=\text { genartor of } \mathcal{I}_{K}(A) . \tag{5.2}
\end{equation*}
$$

5.11. Theorem (Uniqueness of Smith Normal Form). Let $R$ be a Euclidean domain and let $A \in M_{m \times n}(R)$ and let

$$
S=\left[\begin{array}{llllll}
f_{1} & & & & & \\
& f_{2} & & & & \\
& & \ddots & & & \\
& & & f_{r} & & \\
& & & & 0 & \\
& & & & & \ddots
\end{array}\right]
$$

be a Smith normal form of $A$. Then
gcd of $k \times k$ sub-determinats of $A=\left\{\begin{array}{ll}f_{1} f_{2} \ldots f_{k}, & 1 \leq k \leq r ; \\ 0, r<k \leq k \leq \min \{m, n\} . & \end{array}\right.$.
Therefore the elements $f_{1}, f_{2}, \ldots, f_{r}$ are unique up to multiplication by units.

Proof. As $S$ is a Smith Normal form of $A$ there are invertible matrices $P$ and $Q$ such that $P A Q=S$. By Theorem 4.33

$$
\mathcal{I}_{k}(A)=\mathcal{I}_{k}(P A Q)=\mathcal{I}_{k}(S) .
$$

But a direct calculation (left as an exercise) shows

$$
\mathcal{I}_{k}(S)=\left\{\begin{array}{ll}
\left\langle f_{1} f_{2} \ldots f_{k}\right\rangle \\
\langle 0\rangle, r<k \leq k \leq \min \{m, n\}
\end{array} \quad 1 \leq k \leq r ;\right.
$$

This, along with $\mathcal{I}_{k}(A)=\mathcal{I}_{k}(S)$ implies (5.3).
If

$$
S^{\prime}=\left[\begin{array}{llllll}
f_{1}^{\prime} & & & & & \\
& f_{2}^{\prime} & & & & \\
& & \ddots & & & \\
& & & f_{r}^{\prime} & & \\
& & & & 0 & \\
& & & & & \ddots
\end{array}\right]
$$

is another Smoth normal form of $A$ then we have

$$
\mathcal{I}_{k}\left(S^{\prime}\right)=\mathcal{I}_{k}(A)=\mathcal{I}_{K}(S)
$$

and therefore, as greatest common divisors are unique up to multiplication by units, there are units $u_{1}, u_{1}, \ldots, u_{r}$ of $R$ such that
$f_{1}^{\prime}=u_{1} f_{1}, f_{1}^{\prime} f_{2}^{\prime}=u_{2} f_{1} f_{2}, f_{1}^{\prime} f_{2}^{\prime} f_{2}^{\prime}=u_{2} f_{1} f_{2} f_{3}, \ldots, f_{1}^{\prime} f_{2}^{\prime}, \ldots, f_{k}^{\prime}=u_{k} f_{a} f_{2}, \ldots, f_{k}$.
This implies $f_{1}^{\prime}=u_{1} f_{1}$ and

$$
f_{j}=u_{j-1}^{-1} u_{j} f_{j} \quad \text { for } \quad 2 \leq j \leq k .
$$

which show $f_{1}, \ldots, f_{r}$ are unique up to muti[plication by units.

## 6. Similarity of matrices and linear operators over a FIELD.

### 6.1. Similarity over $R$ is and equivalence over $R[x]$.

6.1. Theorem. Let $R$ be a commutative ring and $A, B \in M_{n \times n}(R)$. Then there is an invertible $S \in M_{n \times n}(R)$ so that $B=S A S^{-1}$ if and only if there are invertible $P, Q \in M_{n \times n}(R[x])$ so that $P\left(x I_{n}-A\right)=$ $\left(x I_{n}-B\right) Q$.

Proof. One direction is easy. If $B=S A S^{-1}$ then $S A=B S$. But then $S\left(x I_{n}-A\right)=x S-S A=x S-B S=\left(x I_{n}-B\right) S$. So letting $P=Q=S$ we have that $P$ and $Q$ are invertible elements of $M_{n \times n}(R[x])$ and $P\left(x I_{n}-A\right)=\left(x I_{n}-B\right) Q$.

Conversely assume that $P, Q \in M_{n \times n}(R[x])$ are invertible and $P\left(x I_{n}-A\right)=\left(x I_{n}-B\right) Q$. Write

$$
P=x^{m} P_{m}+x^{m-1} P_{m-1}+\cdots+x P_{1}+P_{0}
$$

and

$$
Q=x^{k} Q_{k}+x^{k-1} Q_{k-1}+\cdots+x Q_{1}+Q_{0}
$$

where $P_{m} \neq 0 \neq Q_{k}$. Then the highest power of $x$ that occurs in $P\left(x I_{n}-A\right)$ is $m+1$ and the highest power of $x$ that occurs in $\left(x I_{n}-B\right) Q$ is $k+1$. As these must be equal we have $k=m$.

The next part of the argument looks very much like the proof of the Cayley-Hamilton Theorem. Write out both $P\left(x I_{n}-A\right)$ and $\left(x I_{n}-B\right) Q$ in terms of powers of $x$ we find

$$
\begin{aligned}
P\left(x I_{n}-A\right)= & \left(x^{m} P_{m}+x^{m-1} P_{m-1}+\cdots+x P_{1}+P_{0}\right)\left(x I_{n}-A\right) \\
= & x^{m+1} P_{m}+x^{m}\left(P_{m-1}-P_{m} A\right)+x^{m-1}\left(P_{m-2}-P_{m-1} A\right) \\
& +\cdots+x^{2}\left(P_{1}-P_{2} A\right)+x\left(P_{0}-P_{1} A\right)-P_{0} A
\end{aligned}
$$

and

$$
\begin{aligned}
\left(x I_{n}-B\right) Q= & \left(x I_{n}-B\right)\left(x^{m} Q_{m}+x^{m-1} Q_{m-1}+\cdots+x Q_{1}+Q_{0}\right) \\
= & x^{m+1} Q_{m}+x^{m}\left(Q_{m-1}-B Q_{m}\right)+x^{m-1}\left(Q_{m-2}-B Q_{m-1}\right) \\
& +\cdots+x^{2}\left(Q_{1}-B Q_{2}\right)+x\left(Q_{0}-B Q_{1}\right)-B Q_{0} .
\end{aligned}
$$

Comparing the coefficients of powers of $x$ gives

$$
\begin{aligned}
P_{m} & =Q_{m} \\
P_{m-1}-P_{m} A & =Q_{m-1}-B Q_{m} \\
P_{m-2}-P_{m-1} A & =Q_{m-2}-B Q_{m-1} \\
\vdots & =\quad \vdots \\
P_{1}-P_{2} A & =Q_{1}-B Q_{2} \\
P_{0}-P_{1} A & =Q_{0}-B Q_{1} \\
P_{0} A & =B Q_{0}
\end{aligned}
$$

Multiply the first of these on the right by $A^{m+1}$, the second by $A^{m}$, the third by $A^{m-1}$ etc. to get

$$
\begin{aligned}
P_{m} A^{m+1} & =Q_{m} A^{m+1} \\
P_{m-1} A^{m}-P_{m} A^{m+1} & =Q_{m-1} A^{m}-B Q_{m} A^{m} \\
P_{m-2} A^{m-1}-P_{m-1} A^{m} & =Q_{m-2} A^{m-1}-B Q_{m-1} A^{m-1} \\
\vdots & =\quad \vdots \\
P_{1} A^{2}-P_{2} A^{3} & =Q_{1} A^{2}-B Q_{2} A^{2} \\
P_{0} A-P_{1} A^{2} & =Q_{0} A-B Q_{1} A \\
P_{0} A & =B Q_{0}
\end{aligned}
$$

Adding these equations we see that the terms on the left each term and its negative occurs exactly once to the sum will be zero. Grouping the terms on the right of the sum that contain a $B$ together:

$$
\begin{aligned}
0= & \left(Q_{m} A^{m+1}+Q_{m-1} A^{m}+\cdots+Q_{1} A^{2}+Q_{0} A\right) \\
& \quad-B\left(Q_{m} A^{m}+Q_{m-1} A^{m-1}+\cdots+Q_{2} A^{2}+Q_{1} A+Q_{0}\right) \\
= & \left(Q_{m} A^{m}+Q_{m-1} A^{m-1}+\cdots+Q_{1} A^{2}+Q_{0} A+P_{0} A\right) A \\
& \quad-B\left(Q_{m} A^{m}+Q_{m-1} A^{m-1}+\cdots+Q_{2} A^{2}+Q_{1} A+Q_{0}\right) \\
= & S A-B S
\end{aligned}
$$

where

$$
S=Q_{m} A^{m}+Q_{m-1} A^{m-1}+\cdots+Q_{2} A^{2}+Q_{1} A+Q_{0} .
$$

Thus for this $S$

$$
S A=B S
$$

We now show that $S$ is invertible. First, using that $S A=B S$, we find $S A^{2}=B S A=B^{2} S$, and that generally $S A^{k}=B^{k} S$. Let $G=Q^{-1} \in$ $M_{n \times n}(R[x])$ be the inverse of $Q$. Write

$$
G=x^{l} G_{l}+x^{l-1} G_{l-1}+\cdots+x G_{1}+G_{0} .
$$

Then in the product $G Q=I_{n}$ the coefficient of $x^{p}$ is $\sum_{i+j=p} G_{i} Q_{j}$ and therefore $G Q=I_{n}$ implies

$$
\sum_{i+j=p} G_{i} Q_{j}=\delta_{0 p} I_{n}=\left\{\begin{array}{l}
I_{n}, p=0 \\
0, p \neq 0
\end{array}\right.
$$

Let

$$
T=G_{l} B^{l}+G_{l} B^{l-1}+\cdots+G_{1} B+G_{0} .
$$

Then (using at the third step that $B^{k} S=A^{k} S$ )

$$
\begin{aligned}
T S= & \left(G_{l} B^{l}+G_{l} B^{l-1}+\cdots+G_{1} B+G_{0}\right) S \\
= & G_{l} B^{l} S+G_{l} B^{l-1} S+\cdots+G_{1} B S+G_{0} S \\
= & G_{l} S A^{l}+G_{l} S A^{l-1}+\cdots+G_{1} S A+G_{0} S \\
= & \sum_{k=0}^{m} G_{l} Q_{k} A^{l+k}+\sum_{k=0}^{m} G_{l-1} Q_{k} A^{l-1+k} \\
& \quad+\cdots+\sum_{k=0}^{m} G_{1} A^{1+k}+\sum_{k=0}^{m} G_{0} A^{k} \\
& =\sum_{p=0}^{m+l}\left(\sum_{i+j=p} G_{i} Q_{j}\right) A^{p} \\
= & \left(\sum_{p=0}^{m+l} \delta_{0 p} I_{n}\right) A^{p} \\
= & A^{0}=I_{n} .
\end{aligned}
$$

Therefore $T S=I_{n}$. By Theorem 4.23 this implies that $S T=I_{n}$ and so $S$ is invertible with inverse $T$. To finish the proof we note that $S A=B S$ now implies $B=S A S^{-1}$.
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[^0]:    ${ }^{1}$ For those of you how can not wait to know: A non-commutative ring satisfies all of the above except that multiplication is no longer assumed commutative (that is it can hold that $x y \neq y x$ for some $x, y \in R$ ) and we have to add that both the left and right distributive laws $x(y+z)=x y+x z$ and $(y+z) x=y x+z x$ hold. A natural example a non-commutative ring is the set of square $n \times n$ matrices over a field with the usual addition and multiplication.

[^1]:    ${ }^{2}$ Here we are using the word "divide" in a sense other than "multiplying by the inverse". Rather we mean "find the quotient and remainder". I will continue to use the word "divide" in both these senses and trust it is clear from the context which meaning is being used.

[^2]:    ${ }^{3}$ In general a commutative ring $R$ with no zero divisors is called an integral domain or just a domain

[^3]:    ${ }^{4}$ I have to be honest and remark that this is not the usual definition of a prime in a general ring, but is the usual definition of an irreducible. Usually a prime is defined by the property of Theorem 2.10. In our case (Euclidean domains) the two definitions turn out to be the same.

[^4]:    ${ }^{5}$ In this case "we" was the computer package Maple which will not only do the calculation but will output it as $\mathrm{IAT}_{\mathrm{E}} \mathrm{X}$ code that can be cut and pasted into a document.

