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1. Be able to do problems related to any of the homework. Practice Problems
2. Be able to define a strong pseudoprime to the base $b$ and be able to prove that no $n$ is a strong pseudoprime to every base $b$ with $1 \leq b \leq n$ and $\operatorname{gcd}(b, n)=1$.
3. Be able to state and prove the Proth, Pocklington, Lehmer Test for primality.
4. Be able to prove that most numbers $n$ have a prime factor $>\sqrt{n}$.
5. Be able to factor $n$ using Dixon's Algorithm (see homework).
6. Be able to factor $n$ using the Quadratic Sieve Algorithm.
7. Be able to prove Landau's inequality for the size of the factors of a polynomial.
8. Be able to state and prove Hadamard's inequality.
9. Be able to define what it means for a basis in a lattice to be reduced.
10. Be able to prove $\mathbf{b} \in \mathcal{L}, \mathbf{b} \neq \mathbf{0} \Longrightarrow\left\|\mathbf{b}_{1}\right\| \leq 2^{(n-1) / 2}\|\mathbf{b}\|$.

## Discrete and Fast Fourier Transforms

Goal: Let $M(d)$ denote the number of binary bit operations needed to multiply two positive integers each with $\leq d$ bits. We stated that $M(d) \ll d(\log d) \log \log d$. We give the basic idea behind the proof, not worrying so much about the running time but concentrating on the main idea of using fast Fourier transforms for performing multiplication.

Lemma. Let $n$ and $k$ be integers with $n \geq 1$. Let $\omega=e^{2 \pi i / n}$. Then

$$
\sum_{j=0}^{n-1} \omega^{k j}=\left\{\begin{array}{lll}
0 & \text { if } k \not \equiv 0 & (\bmod n) \\
n & \text { if } k \equiv 0 & (\bmod n) .
\end{array}\right.
$$

Example. $\quad 1-\frac{1}{4}+\frac{1}{7}-\frac{1}{10}+\cdots=\frac{3 \log 2+\sqrt{3} \pi}{9}$

Lemma. Let $n$ and $k$ be integers with $n \geq 1$. Let $\omega=e^{2 \pi i / n}$. Then

$$
\sum_{j=0}^{n-1} \omega^{k j}= \begin{cases}0 & \text { if } k \not \equiv 0 \quad(\bmod n) \\ n & \text { if } k \equiv 0 \quad(\bmod n)\end{cases}
$$

Definitions and notations. For $n$ a positive integer, we set $\omega=\omega_{n}=e^{2 \pi i / n}$. Let

$$
D=D(n, \omega)=\left(\begin{array}{ccccc}
1 & 1 & 1 & \cdots & 1 \\
1 & \omega & \omega^{2} & \cdots & \omega^{n-1} \\
1 & \omega^{2} & \omega^{4} & \cdots & \omega^{2(n-1)} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \omega^{n-1} & \omega^{2(n-1)} & \cdots & \omega^{(n-1)^{2}}
\end{array}\right)
$$

For $\overrightarrow{\boldsymbol{u}}=\left\langle u_{0}, u_{1}, \ldots, u_{n-1}\right\rangle \in \mathbb{C}^{n}$, define $\overrightarrow{\boldsymbol{v}}=\left\langle\boldsymbol{v}_{0}, \boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{n-1}\right\rangle$, called the discrete Fourier transform of $\vec{u}$, by $\vec{v}=D \vec{u}^{T}$. The inverse discrete Fourier transform of a vector $\vec{v} \in \mathbb{C}^{n}$ is defined as $(1 / n) D\left(n, \omega^{-1}\right) \vec{v}^{T}$.

Why is $(1 / n) D\left(n, \omega^{-1}\right) D(n, \omega)$ the identity matrix?

## A Polynomial Connection

Observe that if $f(x)=\sum_{j=1}^{n-1} a_{j} x^{j} \in \mathbb{C}[x]$, then

$$
D\left\langle a_{0}, a_{1}, \ldots, a_{n-1}\right\rangle^{T}=\left\langle f(1), f(\omega), \ldots, f\left(\omega^{n-1}\right)\right\rangle^{T}
$$

On the other hand, if we know $f(1), f(\omega), \ldots, f\left(\omega^{n-1}\right)$ and do not know the coefficients of $f(x)$, then we can obtain the coefficients from

$$
D^{-1}\left\langle f(1), f(\omega), \ldots, f\left(\omega^{n-1}\right)\right\rangle^{T}=\left\langle a_{0}, a_{1}, \ldots, a_{n-1}\right\rangle^{T}
$$

Note that here $D^{-1}=(1 / n) D\left(n, \omega^{-1}\right)$.
If

$$
F(x)=f(1)+f(\omega) x+\cdots+f\left(w^{n-1}\right) x^{n-1}
$$

then

$$
F(1)=n a_{0}, F\left(\omega^{-1}\right)=n a_{1}, \ldots, F\left(\omega^{-(n-1)}\right)=n a_{n-1}
$$

## The Fast Fourier Transform

We explain a fast way of performing the computation in
(*) $D\left\langle a_{0}, a_{1}, \ldots, a_{n-1}\right\rangle^{T}=\left\langle f(1), f(\omega), \ldots, f\left(\omega^{n-1}\right)\right\rangle^{T}$.
There exist unique polynomials $f_{e}$ and $f_{o}$ in $\mathbb{C}[x]$ such that $f(x)=f_{e}\left(x^{2}\right)+x f_{o}\left(x^{2}\right)$. Calculate $f_{e}\left(\omega^{2 j}\right), f_{o}\left(\omega^{2 j}\right)$ and $\omega^{j} f_{o}\left(\omega^{2 j}\right)$ for $0 \leq j \leq n-1$ to obtain the right side of $(*)$.

## Why is this Fast?

For convenience, view $n$ as a power of 2 . Let $A(n)$ be the number of arithmetic operations that one needs to compute $f(1), f(\omega), \ldots, f\left(\omega^{n-1}\right)$. Computing in an obvious way gives $A(n) \leq n^{2}+n(n-1)$. Observe that

$$
f_{e}\left(\omega_{n}^{2 j}\right)=f_{e}\left(\omega_{n}^{2(j+(n / 2))}\right) \quad \text { for } 0 \leq j \leq(n / 2)-1
$$
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For convenience, view $n$ as a power of 2 . Let $A(n)$ be the number of arithmetic operations that one needs to compute $f(1), f(\omega), \ldots, f\left(\omega^{n-1}\right)$. Computing in an obvious way gives $A(n) \leq n^{2}+n(n-1)$. Observe that

$$
f_{e}\left(\omega_{n}^{2 j}\right)=f_{e}\left(\omega_{n}^{2(j+(n / 2))}\right) \quad \text { for } 0 \leq j \leq(n / 2)-1
$$

Similar equations hold with $f_{e}$ replaced by $f_{o}$. We deduce that computing $f_{e}\left(\omega^{2 j}\right)$ and $f_{o}\left(\omega^{2 j}\right)$ takes $2 A(n / 2)$ arithmetic operations. Multiplying $f_{o}\left(\omega^{2 j}\right)$ by $\omega^{j}$ and then adding $f_{e}\left(\omega^{2 j}\right)$ takes $2 n$ more arithmetic operations. We obtain

$$
\begin{aligned}
& \qquad A(n)=2 A(n / 2)+2 n \stackrel{?}{?} A(n)=(2 / \log 2) n \log n+C n \\
& \text { for some constant } C .
\end{aligned}
$$
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For convenience, view $n$ as a power of 2. Let $A(n)$ be the number of arithmetic operations that one needs to compute $f(1), f(\omega), \ldots, f\left(\omega^{n-1}\right)$. Computing in an obvious way gives $A(n) \leq n^{2}+n(n-1)$. Observe that

$$
f_{e}\left(\omega_{n}^{2 j}\right)=f_{e}\left(\omega_{n}^{2(j+(n / 2))}\right) \quad \text { for } 0 \leq j \leq(n / 2)-1
$$

Similar equations hold with $f_{e}$ replaced by $f_{o}$. We deduce that computing $f_{e}\left(\omega^{2 j}\right)$ and $f_{o}\left(\omega^{2 j}\right)$ takes $2 A(n / 2)$ arithmetic operations. Multiplying $f_{o}\left(\omega^{2 j}\right)$ by $\omega^{j}$ and then adding $f_{e}\left(\omega^{2 j}\right)$ takes $2 n$ more arithmetic operations. We obtain

$$
A(n)=2 A(n / 2)+2 n \Rightarrow A(n)=(2 / \log 2) n \log n+C n
$$

for some constant $C$.

$$
\text { (*) } \quad D\left\langle a_{0}, a_{1}, \ldots, a_{n-1}\right\rangle^{T}=\left\langle f(1), f(\omega), \ldots, f\left(\omega^{n-1}\right)\right\rangle^{T}
$$

$$
\text { (**) } \quad D^{-1}\left\langle f(1), f(\omega), \ldots, f\left(\omega^{n-1}\right)\right\rangle^{T}=\left\langle a_{0}, a_{1}, \ldots, a_{n-1}\right\rangle^{T}
$$

Comment: Each of these can be computed using $O(n \log n)$ complex arithmetic operations.
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Main Idea: Replace complex roots of unity with roots of 1 modulo some prime (or various primes) $p$.

Let $d$ be a positive integer with only small prime divisors. Let $p$ be a prime such that $d \mid(p-1)$. Then there is a positive integer $\omega$ such that $\omega$ has order $d$ modulo $p-1$. The following lemma replaces our previous one.

Lemma. Let $t$ be an integer. With the notation above,

$$
\sum_{j=0}^{d-1} \omega^{t j} \equiv\left\{\begin{array}{lll}
0 & (\bmod p) & \text { if } t \not \equiv 0 \quad(\bmod d) \\
d & (\bmod p) & \text { if } t \equiv 0 \quad(\bmod d)
\end{array}\right.
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Comment: Both $d$ and $\omega$ have inverses modulo $p$. One can use the discrete Fourier transform modulo $p$ using $\omega$ as our root of unity. Both $D(d, \omega)$ and its inverse $D\left(d, \omega^{-1}\right) / d$ are defined modulo $p$. The previous arguments all carry through.

## What's next?

We will go over a number of "Practice Problems" for the test.

Then we will go over some interesting computational related questions on irreducibility/factoring in $\mathbb{Z}[x]$.

## Examples of questions we would like to answer:

1. How does

$$
f(x)=1+x^{211}+x^{517}+x^{575}+x^{1245}+x^{1398}
$$

factor in $\mathbb{Z}[x]$ ?
2. Let $f_{0}(x)=1$. For $k \geq 1$, define $f_{k}(x)$ to be the reducible polynomial of the form $f_{k-1}(x)+x^{n}$ with $n$ as small as possible and $n>\operatorname{deg} f_{k-1}$.
2. Let $f_{0}(x)=1$. For $k \geq 1$, define $f_{k}(x)$ to be the reducible polynomial of the form $f_{k-1}(x)+x^{n}$ with $n$ as small as possible and $n>\operatorname{deg} f_{k-1}$.

$$
\begin{aligned}
& 1 \\
& 1+x^{3} \\
& 1+x^{3}+x^{15} \\
& 1+x^{3}+x^{15}+x^{16} \\
& 1+x^{3}+x^{15}+x^{16}+x^{32} \\
& 1+x^{3}+x^{15}+x^{16}+x^{32}+x^{33} \\
& 1+x^{3}+x^{15}+x^{16}+x^{32}+x^{33}+x^{34} \\
& 1+x^{3}+x^{15}+x^{16}+x^{32}+x^{33}+x^{34}+x^{35}
\end{aligned}
$$

Is the sequence $\left\{f_{k}(x)\right\}$ an infinite sequence?
3. The polynomial $f(x)=x^{2}+x+1$ is Eisenstein because one can use

$$
f(x+1)=x^{2}+3 x+3
$$

to deduce that $f(x)$ is irreducible by Eisenstein's criterion.
3. The polynomial $f(x)=x^{2}+x+1$ is Eisenstein because one can use

$$
f(x+1)=x^{2}+3 x+3
$$

to deduce that $f(x)$ is irreducible by Eisenstein's criterion. Which of the following are Eisenstein?

$$
\begin{gathered}
x^{15}+2 x^{14}-3 x^{8}+x^{7}-3 x+1 \\
\text { and/or } \\
x^{9}-x^{8}+2 x^{5}+x^{4}+2 x+1
\end{gathered}
$$

