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Example. In $\mathbb{R}^{2}$, the lattice formed from the basis $\langle 1,0\rangle$ and $\langle 0,1\rangle$ is the same as the lattice formed from the basis $\langle 1,0\rangle$ and $\langle 1,1\rangle$. This can be seen geometrically and algebraically.

Example 2. The lattice $\mathcal{L}_{1}$ with basis $\langle 2,1\rangle$ and $\langle 1,2\rangle$ and the lattice $\mathcal{L}_{2}$ with basis $\langle 3,0\rangle$ and $\langle 3,1\rangle$ are such that $\operatorname{det} \mathcal{L}_{1}=$ $\operatorname{det} \mathcal{L}_{2}$. But the lattices are quite different.
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Hermite's result implies there is a constant $c_{n}^{\prime}$, depending only on $n$, such that $\|\vec{b}\| \leq c_{n}^{\prime} \sqrt[n]{\operatorname{det} \mathcal{L}}$. A lattice $\mathcal{L}$ can contain a vector that is much shorter than this, but it is known that the best constant $c_{n}^{\prime}$ for all lattices $\mathcal{L}$ satisfies
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No one knows a polynomial time algorithm for finding $\vec{b} \in \mathcal{L}$ with $\|\vec{b}\|$ minimal, but it is not known to be NP-complete.
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No one knows a polynomial time algorithm for finding $\vec{b} \in \mathcal{L}$ with $\|\vec{b}\|$ minimal, but it is not known to be NP-complete. Lagarias has, however, proved that the problem of finding a vector $\vec{b} \in \mathcal{L}$ which minimizes the maximal absolute value of a component is NP-hard.

$$
\begin{gathered}
\vec{b} \in \mathcal{L}, \vec{b} \neq 0 \Longrightarrow\|\vec{b}\| \geq \min \left\{\left\|\vec{b}_{1}^{*}\right\|,\left\|\vec{b}_{2}^{*}\right\|, \ldots,\left\|\vec{b}_{n}^{*}\right\|\right\} \\
\vec{b}_{i}=\vec{b}_{i}^{*}+\sum_{j=1}^{i-1} \mu_{i} \vec{b}_{j}^{*}
\end{gathered}
$$

$$
\vec{b}_{i}^{*}=\vec{b}_{i}-\sum_{j=1}^{i-1} \mu_{i j} \vec{b}_{j}^{*}
$$

$$
\begin{gathered}
\vec{b} \in \mathcal{L}, \vec{b} \neq 0 \Longrightarrow \quad\|\vec{b}\| \geq \min \left\{\left\|\vec{b}_{1}^{*}\right\|,\left\|\vec{b}_{2}^{*}\right\|, \ldots,\left\|\vec{b}_{n}^{*}\right\|\right\} \\
\vec{b}_{i}=\vec{b}_{i}^{*}+\sum_{j=1}^{i-1} \mu_{i j} \vec{b}_{j}^{*} \quad \mu_{i, j}=\frac{\vec{b}_{i} \cdot \vec{b}_{j}^{*}}{\vec{b}_{j}^{*} \cdot \vec{b}_{j}^{*}} \\
\vec{b}=u_{1} \vec{b}_{1}+\cdots+u_{k} \vec{b}_{k}, \quad \text { where each } u_{j} \in \mathbb{Z} \text { and } u_{k} \neq 0 \\
\vec{b}=v_{1} \vec{b}_{1}^{*}+\cdots+v_{k} \vec{b}_{k}^{*}, \quad \text { where each } v_{j} \in \mathbb{Q} \text { and } v_{k}=u_{k} \\
\|\vec{b}\|^{2}=\left(v_{1} \vec{b}_{1}^{*}+\cdots+v_{k} \vec{b}_{k}^{*}\right) \cdot\left(v_{1} \vec{b}_{1}^{*}+\cdots+v_{k} \vec{b}_{k}^{*}\right)
\end{gathered}
$$

$$
\vec{b} \in \mathcal{L}, \vec{b} \neq 0 \Longrightarrow\|\vec{b}\| \geq \min \left\{\left\|\vec{b}_{1}^{*}\right\|,\left\|\vec{b}_{2}^{*}\right\|, \ldots,\left\|\vec{b}_{n}^{*}\right\|\right\}
$$

$$
\vec{b}_{i}=\vec{b}_{i}^{*}+\sum_{j=1}^{i-1} \boldsymbol{\mu}_{i j} \vec{b}_{j}^{*} \quad \boldsymbol{\mu}_{i, j}=\frac{\vec{b}_{i} \cdot \vec{b}_{j}^{*}}{\vec{b}_{j}^{*} \cdot \vec{b}_{j}^{*}}
$$

$\vec{b}=u_{1} \vec{b}_{1}+\cdots+u_{k} \vec{b}_{k}, \quad$ where each $u_{j} \in \mathbb{Z}$ and $u_{k} \neq 0$
$\vec{b}=v_{1} \vec{b}_{1}^{*}+\cdots+v_{k} \vec{b}_{k}^{*}, \quad$ where each $v_{j} \in \mathbb{Q}$ and $v_{k}=u_{k}$

$$
\begin{aligned}
\|\vec{b}\|^{2} & =\left(v_{1} \vec{b}_{1}^{*}+\cdots+v_{k} \vec{b}_{k}^{*}\right) \cdot\left(v_{1} \vec{b}_{1}^{*}+\cdots+v_{k} \vec{b}_{k}^{*}\right) \\
& =v_{1}^{2}\left\|\vec{b}_{1}^{*}\right\|^{2}+\cdots+v_{k}^{2}\left\|\vec{b}_{k}^{*}\right\|^{2} \geq\left\|\vec{b}_{k}^{*}\right\|^{2}
\end{aligned}
$$

$\vec{b} \in \mathcal{L}, k$ as above $\Longrightarrow\|\vec{b}\|^{2} \geq\left\|\vec{b}_{k}^{*}\right\|^{2}$

