Definitions. Let f(x) and g(x) be functions with domain
[c, 00) for some ¢ € R and range R and R™, respectively.

f(z) = O(g(z)) (“f(z) is big-oh of g(x)”)
<— JC > 0,9 > 0 such that |f(x)| < Cg(x), V& > xg
f(x) K€ g(x) (“f(x) is less than less than g(x)”)
— f(z) = O(g(x))
f(x) > g(x) (“f(x) is greater than greater than g(x)”)
— g(z) = O(f(z))
f(x) < g(x) (“the asymptotic order of f(x) is g(x)”)
— g(z) < f(z) < g(x) (or write f(x) > g(z))

f(x) = o(g(x)) (“f(x) is little-oh of g(x)”) <= wl_>OO ;éz; 0
f(x) ~ g(x) (“f(x) is aymptotic to g(x)”’) < lim f(w) =1
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Definitions. Let f(x) and g(x) be functions with domain
[c, 00) for some ¢ € R and range R and R™, respectively.

f(z) = O(g(x)) (“f(x) is big-oh of g(x)”)
<— JC > 0,9 > 0 such that |f(x)| < Cg(x), V& > xg

f(x) K€ g(x) (“f(x) is less than less than g(x)”)
— f(z) = O(g(x))

f(x) > g(x) (“f(x) is greater than greater than g(x)”)
— g(z) = O(f(z))

Note: Analogous definitions exist if the domain is Z™.



Explicit Example: How quickly can we factor an n € Z1?

We will want an “algorithm” that runs quickly (in a small
number of steps) in comparison to the length of the input.
One considers the length of the input n to be |log,n| + 1
(corresponding to the number of bits n has). An algorithm
runs in polynomial time if the number of steps (or bit op-
erations) it takes is bounded above by a polynomial in the
length of the input. An algorithm to factor n in polynomial
time would require that it take O ((logn)*) steps (and that
it factor n).



Addition and Subtraction

How fast do we add (or subtract) two numbers n and m?

How fast can we add (or subtract) two numbers n and m?

Definition. Let A(d) denote the maximal number of steps
required to add two numbers with < d bits.

Theorem. A(d) =< d.

Theorem. S(d) < d.



Multiplication
How fast do we multiply two numbers n and m?

How fast can we multiply two numbers n and m?

How many steps does it take to multiply a d bit number by 67

How many steps does it take to divide a d bit number by 67
(if it is divisible by 6)

O(d) for these last two questions



Multiplication

How fast do we multiply two numbers n and m?

How fast can we multiply two numbers n and m?

Definition. Let M (d) denote the number of steps required to
multiply two numbers with < d bits.

Theorem. M (d) < d>.

Can we do better? Yes

How can we see “easily” that something better is possible?



Attempt 1

Definition. Let M (d) denote the number of steps required to
multiply two numbers with < d bits.

u ose M (d) > d'°.

e Let d be. arge, and let € > 0.

o Let n and mh ave < d bits, and write. " a, X 2"+ b,

and m = a,, X 2" bm, where 7 =~ d/ZJ and the a; and
b; are integers with b "“.

e From nm = anam22’° + A ‘;— 1 b,)2" + b,b,,, deduce
M(d) < 4M(r + 1). “O(r) < (4 g M('r +1).

e Hence, M(d < (4 + )M ((d + 25T — 23)

e Take s. logz d| — C (with C big). Then 23 >.d 20+1
nclude, M(d) < (4 + g)los2d = glog(4+e)/log2



Attempt 2

Definition. Let M (d) denote the number of steps required to
multiply two numbers with < d bits.

e Suppose M (d) > d'°.
e Let d be large, and let € > 0.

e Let n and m have < d bits, and write n = a,, X 2" + b,
and m = a,, X 2" + b,,, where »r = |d/2] and the a; and
b; are integers with b; < 2".

M@ <3M(r+1)+0(r) <(B3+e)M(r+1).
e Hence, M(d) < (3+¢)*M ((d + 2511 — 2)/2%).
e Take s = |log,d| — C (with C big). Then 2% > d/2¢+1.
e Conclude, M (d) < (3 + ¢)log2d = dlos(3+e)/log2,



Attempt 2

Definition. Let M (d) denote the number of steps required to
multiply two numbers with < d bits.

e Suppose M (d) > d'°.
e Let d be large, and let € > 0.

e Let n and m have < d bits, and write n = a,, X 2" + b,
and m = a,, X 2" + b,,, where » = |d/2] and the a; and
b; are integers with b; < 2".

e From
nm = apam2% +((an+bn) (@m+bm) —rnam—brbp,) 2" +b, by,
deduce M(d) < 3M(r+2)4+0O(r) < (3+e)M(r + 2).
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Attempt 2

Definition. Let M (d) denote the number of steps required to
multiply two numbers with < d bits.

e Suppose M (d) > d'°.
e Let d be large, and let € > 0.

e Let n and m have < d bits, and write n = a,, X 2" + b,
and m = a,, X 2" + b,,, where » = |d/2] and the a; and
b; are integers with b; < 2".

e From
nm = anamZZ’”—l—((an—l—bn)(am—l—bm)—anam—bnbm) 2"+b,,b,,,
deduce M(d) < 3M(r +2)+O(r) < (3+e)M(r + 2).

e Hence, M (d) < (34 &)*M ((d 4 2512 — 4)/2%).

e Take s = |log,d| — C (with C big). Then 2% > d/2¢"1

e Conclude, M (d) < (3 + ¢)lo829 = (glog(3+¢)/log2



Theorem. M (d) < d>.

e Conclude, M (d) < (3 + ¢)lo82d = dlos(3+e)/log2

log 3
log 2

= 1.5849625

Theorem. M (d) < d*-°%°.

HW: Due September 7 (Friday)
Page 3, Problems 1 and 2
Page 5, unnumbered homework (first set)
(you may use (log5/1log 3) + ¢ instead of log 5/ log 3)



Idea for Doing Better

e Let n and m have < d bits, and write n = a,, X 2" + b,
and m = a,, X 2" + b,,, where »r = |d/2] and the a; and
b; are integers with b; < 2".

e From

nm = apam2°"+ ((an+by) (@m+bm) —anam—bpbn)2"+b,by,
deduce M(d) < 3M(r+2)4+0O(r) < (3+e)M(r + 2).

Think in terms of writing
n=a,2""+b,2"+c¢c, and m = a,,2°" + b,,2" + ¢,
where r = |d/3].

How many multiplications does it take to expand nm?



Theorem. For every € > 0, we have M(d) <. d'*=.

Theorem. M (d) < d (log d) log log d.

Theorem. Given distinct numbers xg,x1,...,xr and num-

bers yo,Y1,-..,Yr, there 1s a unique polynomaial f of degree
< k such that f(x;) = y; for all j.

Lagrange Interpolation:

f(m)zfj( 1%

i=0 No<j<k Ut ¥J
J71




Theorem. Given distinct numbers xg,x1,...,xr and num-

bers yo,Y1,-..,Yr, there 1s a unique polynomaial f of degree
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